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ABSTRACT

A method for initializing numerical mesoscale models such as the Weather Research and Forecasting (WRF) model with active thunderstorms is presented.  Like those that precede it, the procedure depends heavily on assimilating Doppler reflectivity and velocity data, but no preforecast assimilation period is required.  For this reason and others related to software design, the method is suitable for real-time applications and rapid updating.  The software has been adapted for use in NWS forecast offices.
The method works within the Local Analysis and Prediction System (LAPS).  It is based on assumed vertical motion profiles for various cloud types, and variational methods to adjust the three-dimensional horizontal wind field so that the divergence field exactly supports the estimated vertical motions.  It is illustrated by application to the June 12-13 case from the 2002 International H2O Program (IHOP_2002), which featured strong mid-afternoon cellular convection in north-central Oklahoma, evolving into a back-sheared line of heavy precipitation sweeping southeastward through the evening.
Diagnostics are presented to illustrate certain important aspects of the initialization, such as relatively little nonphysical gravity wave noise and consistent precipitation bias in the first hours of model integration.
This paper presents no evidence that practical deterministic thunderstorm prediction is any closer to reality, but the results encourage the investigation of rapidly-updating ensemble methods to produce high-quality probabilistic 1-6 h quantitative precipitation forecasts.
1. Introduction

This paper describes a method to initialize mesoscale and convection-permitting models with realistic clouds and precipitation, focusing specifically on the problem of forecasting large thunderstorms.  Diabatic initialization for this purpose has been demonstrated using other methods that are impractical for real-time applications because large computing resources are required.  The method described herein requires about the same amount of computer time to initialize the model as a half hour of model forecast integration, which means it can be used in rapid-updating applications.
This capability is a key component of the Local Analysis and Prediction System (LAPS; McGinley et al. 1991, Albers 1995, Albers et al. 1996, Birkenheuer and Gutman 2005).  First-guess grids of temperature, humidity, and wind from a larger-scale model are interpolated and modified according to observations from mesonets, profilers, Doppler radars, aircraft-borne sensors, GPS vapor measurements, and satellite radiance gradients.  Satellite and radar data are used to characterize clouds in three dimensions, and vertical motions associated with cloud updrafts are empirically estimated.  Finally, a variational method for minimizing the three-dimensional fields’ differences from a set of reduced equations governing atmospheric flow is applied, which results in a well-balanced initial condition that leads to forecasts largely devoid of nonphysical gravity waves.
In section 2 we describe other approaches to the problem of moist diabatic initialization in mesoscale and convection-permitting models, and section 3 details the LAPS methodology.  Section 4 provides case studies from a field project conducted in “tornado alley” in the central U.S.  Section 5 discusses various practical aspects of diabatic initialization using LAPS.  Section 6 describes how this method has been applied to other types of meteorology and lessons learned from those experiments.  Conclusions are presented in section 7.
2. Other approaches
The problem of initializing models with explicit representation of moist convection is distinctly different from the problem of initializing models that use parameterizations of moist convection, such as the North American Mesoscale (NAM) and Global Forecast System (GFS) models used by the National Weather Service.  Models of the latter category (e.g., Kasahara et al. 1996) require modifications of the three-dimensional distributions of temperature and humidity (winds are not typically affected during this process
) to stimulate diabatic heating by convective parameterizations and produce rain rates consistent with observations.  By contrast, assimilation methods for convection-permitting models cannot easily use precipitation observations.  The time lag between surface precipitation and the modeled cloud processes that would precede the precipitation (>15 min) is much greater than a model time step (<30 s) and a significant percentage (>10%) of the life cycle of the responsible cloud systems.
Four-dimensional variational (4DVAR
) data assimilation is conceptually attractive, and early attempts (e.g., Sun and Crook 1997, 1998) yielded encouraging simulations of individual thunderstorms.  However, high computing requirements thwarted practical applications, so 3DVAR methods are being more actively developed to address the time constraints of rapid updating.  Two groups of investigators focus on the severe thunderstorm problem by concentrating on 3DVAR-based methods for assimilating level-II Weather Surveillance Radar-1998 (WSR-88D) reflectivity and radial wind velocity.  Xiao and Sun (2007; hereinafter X07) incorporate a continuity equation for rainwater and its adjoint, along with a simple equation that estimates rainwater mixing ratio from reflectivity; ice processes are not included.  Also, a linearized version of Richardson’s equation is used to estimate vertical velocity increments based on the vertical component of Doppler velocity corrected for rain fall velocity.  The background error statistics for the 3DVAR method are computed using an ensemble of 30 reforecasts covering the three hours preceding forecast initialization, and intermittent assimilation using a 3-h interval is used to develop cloud dynamics and thermodynamics for initialization.  This is demonstrated for a large thunderstorm case in the central U.S.  
Hu et al. (2006a,b; hereafter both papers are referred to collectively as H06) use a 1-h assimilation period with 10-min data updates to incorporate Doppler radar velocity and reflectivity data.  The goal is to “spin up” realistic hydrometeor distributions and circulations driven by latent heating.  It is interesting that these two studies resulted in different conclusions as to the appropriate radar assimilation frequency used during the assimilation period.  Other aspects of the H06 approach include the use of a sophisticated cloud analysis that estimates hydrometeor mixing ratios in three dimensions.  Background error statistics for the 3DVAR component are modeled by a recursive filter.
Other known methods for diabatic initialization are designed for larger-scale precipitation systems such as cyclonic storms and more appropriately applied in conjunction with relatively coarse resolution models.  For example, Turpeinen (1990) describes a series of experiments that measure the relative value of a variety of approaches for humidity enhancement, which improved forecast performance but still resulted in a delay of several forecast hours before realistic divergence fields were developed.  Kim and Benjamin (2001) describe the use of satellite data to enhance humidity in the Rapid Update Cycle modeling service provided by NCEP.  This method also improves precipitation forecast performance but does not attempt to incorporate cloud-induced circulations in the initialization.
3. Methodology

The LAPS method for initializing clouds, their associated kinematics, and precipitation proceeds in four steps.

First, univariate analyses of the wind, mass, humidity, and cloud variables are generated according to McGinley et al. (1991), Albers (1995), Albers et al. (1996) and Birkenheuer (1999)
.    The temperature analysis depends heavily on the background model’s first guess and ACARS (Aircraft Communications and Reporting System) measurements, except at the surface where direct observations from meteorological aviation reports (METARs) and mesonets are combined with infrared satellite radiance. The wind analysis refines the background with data from ACARS, profilers, Doppler radar velocities, and surface reports.  The three-dimensional analysis of cloud type and cloud fraction uses the temperature analysis along with satellites, radars, cloud reports from METARs and voice pilot reports of cloud layers.  The cloud analysis also produces gridded estimates of concentrations of cloud liquid, cloud ice, and precipitating species such as rain and snow.  Updates to the Albers et al. (1996) methods in the cloud analysis are reported by Birkenheuer (2006).  The humidity analysis incorporates the cloud analysis, multiple satellite radiance channels, surface observations, and more recently, GPS measurements of zenith-integrated water vapor.  Birkenheuer and Gutman (2005) explain variational procedures to extract the relative contribution to vapor analysis error reduction attributable to each of the data sources used in the analysis.

The second step produces an estimate of the vertical motions within the analyzed clouds based on cloud type.  For cumuliform clouds, a parabolic vertical velocity profile is fitted such that the maximum updraft is located at the height of maximum reflectivity and tails to zero at cloud top and cloud base.  For the stratiform anvil part of the storm, a parabolic profile of downward motion is fitted such that the maximum downward velocity is at the 0°C (melting) level.  The maximum vertical velocity values assigned are grid-length dependent, as discussed later in this section.  Other stratiform clouds are assigned a small positive value, 0.01 m s-1 in the present study.  The sensitivity of the forecast results to the formulation of vertical motion specification is currently under investigation.
The third step inserts cloud properties, including updraft velocity and hydrometeor concentrations.  The LAPS updraft parameterization contains two adjustable parameters.  The first of these is a “hydrometeor scale” h, used to rescale the hydrometeor concentrations from the values that are representative of high-resolution radar sample volumes to values appropriate for model grid volumes, which are much larger.  The analyzed hydrometeor concentration equals the radar-estimated value multiplied by h/dx, where dx is the grid increment in km.  The default value of h is 0.5 and has been established from model sensitivity tests and idealized cloud simulations.  Thus, the adjusted mixing ratios are equal to the mixing ratios from the LAPS analysis for model grids of 500-m grid increments and they decrease linearly with increasing grid increment and vice versa.  The other adjustable parameter is a cloud updraft scale d, used to adjust the maximum updraft velocity to a value appropriate for the model horizontal-grid increment in a similar manner to the hydrometeor scale above.  Model sensitivity tests and idealized cloud simulations suggest a reasonable vertical velocity for a 10-km cumulus cloud depth on the order of 10 m s-1 within a cloud model with a 1-km grid increment.  The algorithm used in this paper for determining cumulus cloud vertical velocity is (1) identify the cloud depth from radar and satellite observations, (2) assign the maximum vertical velocity according to d*(cloud depth)/dx, where the default value of d is 1.0 m s-1, and (3) compute the parabolic cloud profile.  One key attribute of the technique is that it can be effective where radar data are not available, e.g., over oceans (Jian and McGinley 2005).
The final step is a three-dimensional variational technique using physical rather than statistical constraints (McGinley 1987; McGinley and Smart 2001), in which the three-dimensional fields of mass and momentum are adjusted to force consistency with fundamental equations for momentum conservation, dry thermodynamics, and continuity.  Using integral constraints in the form of Sasaki (1970), recast in discrete form, the wind and mass fields are forced to satisfy linearized equations of motion within a specified tolerance, and to satisfy mass continuity exactly.  The penalty function J for the state variables u, v, (, and ( is cast in discrete grid form: 
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The variables denoted with a superscript carat (() are the solution differences from a background-gridded first guess; the primed (') variables are the differences between the background and the univariate analyses described above.  For the examples in this paper, the RUC model provided by NCEP is the source for background first-guess grids.  Subscripts x and y refer to horizontal derivatives, and subscript p indicates a vertical derivative.  The term
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 is the cloud vertical motion estimates.  Weights on the observations (O) and the background (B) are defined from known error characteristics and estimates of fit from the first step described above and the background model, respectively.  The weighting factor ( adjusts the magnitude of the residual Eulerian time tendencies of u and v relative to the other constraints and provides a balance among the mass and momentum fields.  The Lagrange multiplier ( ensures that continuity is satisfied to the limits of computational accuracy.  The Eulerian time tendencies 
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The background fields ( )
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 are utilized so the nonlinear terms become quasi-linearized with known estimates from the previous analysis step.

Closeness of fit for the analyzed vertical velocity 
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 (inverse variances of estimated analysis error from step 1 above) and the quality of the background 
[image: image11.wmf]V

B

 (inverse variances from local model error characteristics), the input cloud vertical motions will be closely fit or altered.  The adjustment is primarily to the divergent part of the wind, however the nonlinear terms in the constraint equations do produce slight adjustments to the rotational component and, hence, geopotential and temperature. This can sometimes warm the cloud column so that some cloudy grid points become subsaturated.  Thus, the fourth step is to reset the relative humidity to 100% at such grid points.  Failure to do so causes instantaneous evaporation, along with the associated cooling and subsequent false downdrafts, in the first few time steps.
As a result of this procedure, 1) the analyzed vertical velocity field reflects input cloud vertical motions, 2) the horizontal wind divergence is adjusted to accommodate the analyzed vertical motions, and 3) the adjusted horizontal winds feed back into the mass field through the equations of motion.  By minimizing the tendencies 
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 we ensure that the analysis has mass and wind fields consistent with slowly evolving horizontal motions, thus ensuring that vertical motions also evolve slowly.  This is the crucial step that results in temporal continuity between the analyzed cloud fields and the forecasts thereof in the first few model time steps.  Furthermore, the balancing procedure minimizes the time tendencies of the mass and wind fields at the lateral boundaries and thus provides a smooth start largely devoid of nonphysical gravity waves that characterize model runs initialized without some sort of equivalent procedure.

The LAPS method is intended for general applicability, not specifically deep convection.  Certain aspects of the analysis and initialization are sensitive to the grid increment, and adjustments are made as described above to account for this.  For example, on fine-scale grids appropriate for convection-permitting model forecasts (~1 km), analyzed mixing ratios approach peak values observed by aircraft in field studies, whereas on grids appropriate for winter storm forecasting (~10 km), grid-point mixing ratios represent the areal average over a large area, so analyzed mixing ratios are significantly lower than peak measurements.  Of course, thunderstorm modeling on 10-km grids results in a variety of forecast errors, but the numerical integration proceeds without failure.  This is key for routine, unattended operation.  For example, in a winter weather forecasting experiment conducted from December 2002 to March 2003 in Iowa (Mahoney et al 2003), large cyclonic systems producing significant snowfall were occasionally accompanied by deep thunderstorms within the modeling domain but outside the area of interest.  In such applications, accuracy on specific thunderstorms is less important than avoiding model failures caused by numerical instability (there were none during the cited demonstration).
4. Illustration by example
The LAPS procedure for thunderstorm initialization is illustrated by application to a case from the International H2O Project (IHOP_2002, Weckwerth et al. 2004), which was conducted in the area known at “tornado alley” in the central U.S. during the early summer of 2002.  Figure 1 shows the initiation of a squall line and other storms by 2100 UTC on June 12; this was followed by large rain amounts, strong cold outflow, and long duration.  The most intense activity lasted about 12 hours, ending by 0900 UTC June 13.  This storm produced hail, wind, and tornado events that met NWS criteria for severe status.
The initialization time for the model run shown here is 2100 UTC.  The model is the WRF Advance Research and Forecasting model (Mickalakes et al. 2001) using options provided in Table 1.  Figure 2 shows the model fields of humidity, cloud water, and graupel, along with simulated reflectivity from model output, and Figure 3 shows the same fields after the first time step.  The important result illustrated here is that, for this case, the initialization procedure provided realistic tendencies to advance realistic initial conditions forward in time.  Figure 4 shows the same fields after 12 time steps, 1 min into the forecast, exhibiting characteristics of evolution that are qualitatively consistent with observations (not shown).
Figures 5 and 6 show plan-view radar reflectivity (top, a mosaic of several WSR-88D radars) and model-simulated radar reflectivity at 10 m and 30 m into the forecast, respectively.  The main storm in northern Oklahoma is predicted quite well, as is the pair of updrafts in northwest Oklahoma, and the small storm in southeast Kansas.  A storm in west Arkansas seems to have been somewhat  overforecast, and the predicted storm south of the Texas panhandle is spurious or improperly timed.
Figures 7 and 8 show the radar and model-simulated radar at 1 h and 5 h into the forecast, respectively.  In the 1-h forecast (Fig. 7) the two largest storms along the Kansas/Oklahoma border are fairly well-placed though somewhat too strong, but several small storms in the eastern portion of the domain were correctly predicted to dissipate.  In the 5-h forecast, the model predicts too much southward propagation along a cold pool that is wellformed but too strong, and the anvil precipitation north of the squall line is too strong as well.  New convection in southeast Kansas is well predicted, but the storm in the southwest part of the domain (west-central Texas) was treated incorrectly in two ways:  the model initiated it too soon, and then dissipated it too soon.  It is not yet clear if the overprediction of anvil precipitation and southward propagation of the main squall line are caused by initialization or by the model microphysics, although the latter seems more likely given the sensitivity of the results to different microphysics options (not shown).  X07 reported a similar result on the same case, using the same model similarly configured.  QPF verification statistics for this case are presented in Table 2.  The equitable threat scores (ETS) are not significantly different from those reported by X07, leading to a conclusion that is consistent with subjective examination of the results:  both solutions are reasonably successful representations of the natural meteorology for this case, devoid of any strong indications favoring either one.  The bias statistics, however, suggest that the LAPS method leads to a solution with relatively consistent performance over the earliest forecast hours, in contrast with the X07 result which indicates substantial variability in precipitation bias over the first six hours of integration.  Model performance stability is desirable because it simplifies bias correction in statistical postprocessing.
5. Discussion
Updraft specification.  The technique for diabatic initialization described here is similar to those of H06 and X07 in producing generally successful forecasts of thunderstorms, even though there are substantial differences in approach, summarized in Table 3.  
Perhaps the most outstanding of these is that both H06 and X07 employ an assimilation cycle, in both cases to mitigate the problem of spinning up dynamically consistent fields of vertical motion, divergence, and thermodynamics.  Both investigators assert that this is required because there does not exist a diagnostic balance relationship among these fields that can be applied to ensure dynamic consistency on initialization.  There does exist an approximate balance among vertical velocity and latent heating rate that arises from scale analysis of the thermodynamic equation using scaling parameters appropriate for thunderstorm dynamics; i.e., δx=δy=δz=O(10km) and δt=O(1000s):
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 is the lapse rate, L is the latent heat of condensation, cp is the heat capacity of air, T and θ are temperature and potential temperature, respectively, and 
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 is the rate of vapor condensation.  We interpret this to suggest that inserting saturated updrafts of the proper magnitude and location is critical, and the horizontal wind and microphysical fields are of secondary importance.  Given current observations technology, it is not possible to directly measure the complete updraft velocity profile (as discussed in H06), so the LAPS method estimates the updraft based on empirical rules and then applies a strong continuity constraint in the variational adjustment of the horizontal wind, resulting in a divergence field that exactly supports the diagnosed updraft.  This technique is quite different from that of H06 and X07, in which vertical motion increments, directly from Doppler radar velocity and retrieved from radar reflectivity, are incorporated via 3DVAR; any imbalances are relaxed in the forward model integration during assimilation.  It remains to be shown conclusively that good results can be routinely achieved without the need for preforecast model integration to assimilate radar data, but if the LAPS method proves robust, it would result in a much simpler practical implementation of diabatic initialization.
Initialization noise control.  Imbalances between the mass and wind fields that are introduced by initialization procedures generate nonphysical gravity waves in the earliest time steps of model integration.  These are typically harmless to the solution, since they are fast-moving and usually propagate beyond the lateral boundaries of limited-area models in the first hour or so of model integration.  Still, a “quiet” initialization is desirable for eliminating those rare instances where nonphysical gravity waves cause numerical instabilities, and to increase user confidence.  One way of detecting this type of model noise is the time series of domain-averaged pressure tendency.  Fig. 9 suggests that, for the case analyzed, initialization imbalance amounts to nonphysical pressure fluctuations of about half the magnitude of the “natural” pressure tendency, which settles down to about .3 mb per time step in this case.  
Importance of hydrometeors.  If, as suggested above, the critical component of thunderstorm initialization is the insertion of moist updrafts, then it is reasonable to question the importance of hydrometeor initialization to the forecast result.  For example, in Hu et al. 2006a, the importance of the cloud analysis is heavily emphasized; Weygandt et al. (2007) also stress the importance of microphysics initialization.

Figures 10 and 11 present the results of forecasts all using the same model and initialization except for several successive levels of microphysical specification.  In Figure 10, which represents a 1-min forecast, there are notable differences among the various options tested; however, by five minutes into the forecasts (Fig. 11), the storm structures are quite similar. The only major differences are in the core reflectivity, which is of course higher in the simulation that was initialized with precipitation-sized particles, and the earlier onset of surface precipitation by several minutes.  By one hour into the forecast (not shown), there are differences among the results but nothing to suggest that any one of the initializations results provides an advantage over the others in quality.  The differences, owing primarily to underforecast precipitation in model runs without hydrometeor initialization, would be important only for the first 15 mins of the precipitation forecast, which is approximately the amount of time it takes for suspended hydrometeors to reach the surface.  This increment in forecast quality will be increasingly important as computer capabilities advance to a point where NWP to support flash flood forecasting and other nowcasting applications becomes feasible.
We note that the case we have chosen is characterized by ample moisture, instability, and other obvious ingredients for deep convection, and the time we have chosen to illustrate the method is when the biggest storms of the day are in formation; the storms did not yet have significant anvils or downdrafts.  It seems probable that microphysics initialization will be more important in situations that contain mature thunderstorms, and certainly when the method is applied to situations such as deep baroclinic disturbances, orographically-forced precipitation, etc.

Research needs.  The goal of our modeling and assimilation research is to develop techniques that improve guidance for operational forecasting problems.  Several issues require further investigation.  Sensitivity to the updraft specification rules must be analyzed.  Applicability to other types of meteorology must be demonstrated.  The incremental value in forecast quality of more and better datasets, especially radar, will help justify the considerable expense of obtaining them.  
It seems quite likely that there is unique value to each member of an ensemble composed of model runs initialized with a variety of techniques.  Among the three most obvious methods of creating useful dispersion among ensemble members (models, initialization methods, lateral boundary data), perhaps this is the least explored to date, since only recently have there been multiple viable options for diabatic initialization for thunderstorm forecasting. 

6. Applications
Many real-time applications of storm-scale NWP depend greatly on “turnaround time”, defined here as the amount of time that elapses between the observations used to initialize the model and the time the model catches up to verifying observations.  This is the first opportunity to assess the current model run for accuracy and it gives the forecaster decision-making information as to how much to trust the current run.  For example, NCEP provides the daily 1200 UTC NAM model output to AWIPS workstations in WFOs so that the three-hour forecast arrives just before the 1500 UTC METARs arrive.  Turnaround time in this example is about three hours.  In the case of storm-scale NWP, the goal is to make precipitation forecasts available by the time forecasts based on radar extrapolation lose value in a deterministic sense (i.e., threat scores continue to show skill), about one hour (e.g., Golding 2000).  In other words, the 1-h forecast initialized with 1200 UTC data should be available by 1300 UTC.  This enables smooth, automated blending of QPF based on the two methods.  Here we present evidence of progress toward the goal of a minimum turnaround time.
The first real-time application of the LAPS diabatic initialization was mission support for the IHOP_2002 field experiment (Weckwerth et al. 2003).  It was used within a grid domain of 12-km horizontal increments, which is too coarse for use without convective parameterization for all but the largest of convective storms.It still provided QPF skill statistics (ETS and bias) superior to the NWS operational alternatives (Shaw et al. 2004) for 3-h and 6-h precipitation forecasts.  The ability of the software system to remain stable and produce consistent results was a key goal that was achieved during IHOP, but the goal of a 1-h turnaround time was not achieved during this experiment.
The initialization method was also applied during three winter weather forecasting experiments under a project called the Maintenance Decision Support System (MDSS), sponsored by the Federal Highways Administration.  The object of MDSS was to explore the value of high-resolution ensemble modeling (along with other information technologies) for the purposes of helping snowplow supervisors make good decisions on when and where to plow, and how much road chemical treatment to apply.  For the winters of 2002-2003 and 2003-2004, the modeling domain was centered on Ames and Des Moines, Iowa, respectively.  For the former trial, an ensemble consisting of six configurations of WRF, MM5 and RAMS was reinitialized every 6 h and run out to 18 h.  For the latter, the ensemble was just two models, MM5 and WRF, but the reinitialization was done every hour.  This enabled the application of time-lagged ensemble methods (e.g. Hoffman and Kalnay 1983); for example, the ensemble used in for a 3-h forecast would consist of the 3-h forecasts from the current model runs along with the 4-h forecasts from the model runs initialized an hour earlier, all valid at the same time.  Frequent reinitialization helped mitigate problems associated with cycle-to-cycle “jumps” in the forecasts that caused problems in the previous year’s setup.  As in the IHOP_2002 demonstration (Shaw et al. 2004), the MDSS models made better 3-h and 6-h precipitation forecasts compared to the modeling services provided by NCEP.  Furthermore, the goal of a 1-h turnaround time was achieved.  Figure 12 illustrates the timing of events.  These results were produced on a Linux cluster composed of 16 dual processors each having 1.5 Ghz clock speed and 1 Gb of RAM.
Jian and McGinley (2005) applied the LAPS diabatic initialization to the problem of forecasting tropical cyclones impacting Taiwan.  In this study, parallel forecast runs with and without diabatic initialization revealed a significant improvement in 6- to 12-h precipitation forecasts.  Over large areas of the ocean radar is generally not available, but this study demonstrates the ability of the LAPS initialization technique to provide significant improvement in precipitation forecast quality in this case, where infrared and visible satellite data were relied on over much of the domain.
During the winters of 2005-2006 and 2006-2007, ESRL/GSD supported  the Hydrometeorological Testbed (HMT) project (Ralph et al. 2002), which is aimed at improving precipitation forecasts for the American River Basin above the Folsom Reservoir of Sacramento, CA.  Several different models all running on the same 3-km grid were initialized every three hours (Jankov et al. 2007), executed at the ESRL computing facility in Boulder, CO, and communicated to NWS field forecasters in the Sacramento, Reno, and Monterey offices for integration and display on their Advanced Weather Information Processing System (AWIPS) forecaster workstations.  Probabilistic quantitative precipitation forecasts (PQPF) were generated from this ensemble, employing time-lagging methods for using earlier model runs to expand the number of members in the ensemble (Yuan et al. 2007).
The analysis component of the LAPS software system has been running for more than 10 years in all NWS forecast offices.  The capability to provide diabatic initialization for locally-running mesoscale models is included with the AWIPS LAPS software, but the software is delivered to field offices with this capability deactivated.  Recently, the UCAR COMET program released
 a version of the WRF/NMM model that accepts the LAPS model initialization fields and enables real-time execution of the model, with graphical outputs formatted for display on AWIPS.  Etherton and Santos (2007) reports on the first application of this capability.
7. Conclusion
The LAPS technique for initializing mesoscale models with thunderstorms in progress is illustrated via the IHOP_2002 case of 12-13 June 2002.  The thunderstorm forecast is imperfect but encouraging in the sense that essential features of complex storm evolution are captured.  Reasonably good control over initialization problems such as nonphysical gravity waves and large fluctuations in precipitation biases is demonstrated.

The essential differences between the LAPS-based approach for initializing weather models and two existing approaches, which are based on 3DVAR and intermittent assimilation, arise from 1) the specification of saturated updrafts and compensating subsidence and 2) the application of constraints in variational adjustments.  Since the three-dimensional circulation associated with saturated ascent and other latent processes is currently impossible to measure sufficiently, all approaches employ a body of assumptions required to complete the initialization.  In the case of the LAPS method, it is assumed that empirical specification of the updraft and downdraft in a manner consistent with a background first guess and available observations is sufficient and appropriate for initialization purposes.  In the case of methods based on 3DVAR and intermittent assimilation, it is assumed that one or more corrections to the model solution during pre-forecast integration produces a suitable and balanced representation of the storm circulation.  It is not the purpose of this paper to make the case that one method is better than another; rather, a different method to accomplish the same goal is presented.
Apart from QPF skill scores, differences in quality of forecast results are difficult to ascertain because assessments of storm structure and evolution are largely subjective, and only marginally useful for most practical decision-making applications.  Advantages in forecast attributes such as precipitation timing, type, and distribution are hard to measure even in carefully studied cases where the data availability is exceptional.  In other words, deterministic thunderstorm prediction is still far into the future.  In terms of generating forecast guidance on a day-to-day basis, it is much more useful to provide a realistic variety of solutions that more fully represent the spectrum of feasible outcomes, and to then express guidance (and forecast) information in terms of event probabilities.  Enabling the implementation of real-time ensemble methods implied by this vision of weather forecasting practice is an important goal of this work.
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	Grid size and increment
	600x600, 1 km

	Vertical grid
	σp, 45 levels

	Lateral bounds
	5 gridpoint linear relaxation to NAM

	Microphysics
	WSM6

	Convective parameterization
	None

	Longwave radiation
	RRTM

	Shortwave radiation
	Dudhia

	Surface fluxes
	Monin-Obukhov

	PBL
	YSU

	Soil model
	Thermal diffusion,

no soil moisture


Table 1.  WRF model configuration and parameterization options for the case study.

	threshold
	Areal bias
	ETS

	
	3h
	6h
	3h
	6h

	2.5 mm
	1.15
	1.73
	.20
	.31

	10 mm
	1.24
	1.61
	.21
	.23

	25 mm
	1.59
	1.60
	.14
	.25


Table 2.  Precipitation verification statistics.  Forecast initialization time was 12 June 2007, 2100 UTC.
	
	LAPS
	Hu et al. (2006a,b)
	Xiao and Sun (2007)

	Cloud analysis
	Yes
	Yes
	No

	Use satellite data
	Yes
	Yes
	No

	Ice physics in assimilation
	Yes
	Yes
	No

	Intermittent assimilation
	No
	10 min
	3 h

	Continuity constraint
	Strong
	Weak
	No

	Latent heating specification
	Empirical estimates of vertical motions
	Doppler velocity + retrieval using assumed mixing ratios + assimilation cycling
	Doppler velocity + retrieval using reflectivity + assimilation cycling


Table 3.  Features of diabatic initialization methods.
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Fig. 1.  Scenario for model initialization experiments, 12 June 2002, 2100 UTC, centered on Oklahoma.  Column-maximum reflectivity is shaded.  Red contours are convective available potential energy (J kg-1); black contours are convective inhibition energy (also J kg-1).  The cross sections in subsequent figures are taken through a line running west-to-east through the reflectivity core in northern Oklahoma.
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Fig. 2.  Top:  west-to-east cross section of the initialization fields corresponding to the main thunderstorm shown in Fig 1.  The green shading is relative humidity; white contours are at RH=100% and RH=110%.  The black contours are the sum of cloud liquid and cloud ice mixing ratios, with isopleths at .1 and .5 g kg-1.  The magenta contours are graupel mixing ratios, with isopleths at 1.0 and 2.0 g kg-1.  The blue contours are rain mixing ratio, contoured at .1 and 1.0 g kg-1.  For clarity, snow is not contoured.  Bottom:  same cross section, WRF model reflectivity (dBZ).  For both diagrams, the abscissa is in kilometers, arbitrarily centered on 300 km, and the ordinate is meters above mean sea level.
[image: image20.png]112

119

108

108

104

102

100

%0

80

70

80

50





[image: image21.png]15000

14000

13000

12000

oo

10000

soon

soo0

7000

8000

s000

4000

000

2000

1000

11

260

250

320

&0

55

50

a5

40

E:

30

25

2

15

10




Fig. 3. As in Figure 2, five seconds (one time step) into the forecast.  
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Fig. 4.  As in Figure 2, one minute (12 time steps) into the forecast.
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Fig. 5.  Top:  LAPS analyzed column-maximum reflectivity (dBZ) at 21:10 UTC.  Bottom:  WRF model column-maximum reflectivity, 10-minute forecast valid at 21:10 UTC.
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Fig 6.  As in Figure 5, corresponding to the 30-min WRF model forecast valid at 2130 UTC.
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Fig. 7.  Top:  column-maximum radar reflectivity at 2200 UTC, 12 June 2002.  Bottom:  column-maximum estimated reflectivity from the WRF model 1-h forecast valid 2200 UTC.
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Fig. 8.  As in Figure 7, corresponding to 0200 UTC, 13 June 2007, which is 5 h into the WRF model forecast.
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Fig. 9.  Domain-averaged time series of pressure tendency, absolute value, for the test case.  The units are Pa/timestep.  The initialization “spike” in average pressure tendency over the domain is less than 0.5 mb (50 Pa), which indicates quiet initialization.
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Fig. 10.  Simulated reflectivity cross section from four model forecast experiments one minute after initialization using water vapor enhancement only (upper left), then adding cloud liquid (upper right), then adding cloud ice (lower left), and finally adding precipitating hydrometeors (snow, rain and graupel; lower right).  The cross section runs E-W through the largest storm near the border between Oklahoma and Kansas (see Fig. 1).
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Fig. 11.  As in Fig. 10, five minutes into the forecast.  


[image: image37]
Fig. 12.    Clock diagram illustrating the sequence and timing of processing leading to diabatic initialization during MDSS field projects.  Datasets from satellites, radars, mesonets, profilers, etc. which are time-stamped at the top of the hour are collected during the first 20 minutes of the hour.  The data are quality-controlled and interpolated to the LAPS grid in the next 15 minutes.  Converting these grids to model inputs, which includes interpolation to the model grid, transformation of variables, and the balance procedure, is done in the 13 minutes before the model begins forward integration.  Model output frames at 1-h forecast resolution are produced about every three to four minutes.  Thus, the 1-h forecast is available before the verifying observations arrive, which is the goal.
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� The convective parameterization used in the GFS (Han and Pan 2004) is a notable exception, implemented specifically to mitigate spurious hurricane development.


� This is the part of LAPS that is implemented in the AWIPS workstations at all NWS warning and forecast offices.





�I know this seems to be the commonly used acronym, but I would hyphenate it and 3-DVAR.


�Recently is a defined time and uses simple past.  But if the release is in increments you could say has been releasing a version of  . . . in increments.
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