EAR—Range Standardization and Augmentation (RSA) Project

Principal Researcher:  Steve Albers

Participating CIRA Scientists:  Jim Edwards and Brent Shaw

CIRA FSL staff continues to consult with both the primary and subcontractors responsible for developing and installing the RSA system at Vandenberg AFB and Patrick AFB.  Primary issues of concern during this past year are related to the integration of new science and technology into a program whose requirements have been outpaced by technology.  Given that computing capabilities can now come closer to providing what the USAF customer actually needs and desires, CIRA FSL staff performed test runs with MM5 to give the contractors some quantitative results regarding the amount of hardware needed to support the customer's desires.  CIRA staff also participated in discussions with the primary contractor regarding the best architecture and tool set that can support future upgrades to LAPS and SFM/RAMS.  Work also started setting up a RSA prototype system in-house based on the latest version of RAMS so that real-time testing of the system can begin.  

EAR—LAPS Support at the Air Force Weather Agency (AFWA)
Participating CIRA Scientists:  Steve Albers, Brent Shaw, Ed Szoke, and Pete Stamus

CIRA FSL staff continued to provide support for the operational implementation of LAPS at the Air Force Weather Agency, where it is being used to initialize the MM5 forecast model for domains covering most of the world.  CIRA staff set up a "shadow" system on FSL's new high-performance computing system for the purpose of validating the quality of MM5 forecasts produced via a LAPS initialization.  This system has been up and running since March of this year and is providing a capability to test LAPS improvements and MM5 initialization methods that could potentially benefit AFWA's operations without impacting their operational resources.  Ongoing work includes the setup of a real-time verification system to provide quantitative results.

The group co-authored an article (Smart, et. al., 2000) appearing in the February 2000 issue of the FSL Forum describing the LAPS data sources and analysis improvements for the Air Force Weather Agency.  The article is available at http://www.fsl.noaa.gov/~vondaust/f200/f300a.html
The AFWA surface ingest software was improved and combined into one program with our other surface ingest software.  The satellite sounding ingest was also improved.  A training project began with AFWA in the late spring (2000) directed at the effective use of MM5 products for severe weather forecasting.  Web-based training is being developed on this initial focused task that will examine the various MM5 products currently being produced by AFWA that might be considered when forecasting severe weather.  This may expand into more detail evaluation in the next fiscal year.

EAR—WFO Advanced Project

Participating CIRA Scientists:  Steve Albers, Jim Edwards, Ed Szoke, and Peter Stamus

LAPS was part of the AWIPS 4.3 and 5.0 releases.  Build 4.3 was fielded in NWS forecast offices in late 1999.  Overall improvements include:  

Improved surface analyses (T, Td, Wind, P, etc.)

Improved use of METARS in cloud analysis and surface precipitation type

Improved diagnosis of freezing rain

Y2K improvements

With AWIPS version 5.0, LAPS group contributed to the design and versatility of GUI Perl scripts that parse the analysis log files. This includes better statistical information on the wind, temperature, and cloud analyses.  Improved visible satellite information and portability in the cloud analysis were also achieved.  Other overall improvements include:

Additional surface stations

More local (LDAD) station data

Blacklist capability

Candidate future improvements:


Graphical User Interface (GUI)

Display of data that were accepted in the analyses

Domain relocatability

Domain resizability

Surface stations

Additional local (LDAD) station data

Surface obs QC

MSLP background model comparison (laps_sfc.x)

Turning on Kalman filter QC (sfc_qc.exe)

Handling of surface stations with known bias

Stability indices such as Wet Bulb Zero, K, Total Totals, Showalter, LCL 

Improved use of radar reflectivity

Multiple radars?

Use of visible satellite in cloud analysis

Use of 3.9 micron satellite in cloud analysis

LI/CAPE/CIN with different parcels in boundary layer

New (SPC) method for computing storm motions feeding to helicity determination

Initialize SFM model with LAPS analyses?

EAR—D3D Activities

Principal Researcher:  Ed Szoke

Meteorological expertise and input were provided to the incorporation of 3D visualization into the WFO-Advanced workstation and, hopefully, eventually into AWIPS.  The major effort was the planning of RT99, a real-time exercise intended to test and evaluate D3D in much the manner of some of the old D2D exercises.  This exercise proved to be a considerable undertaking, with intense development beginning in August 1999 for our first in-house "shakedown" using local forecasters (FSL, COMET, BOU-WFO) during the two weeks preceding the exercise (Oct. 6-15).  This was followed by two 2-week phases with 4 forecasters in each phase, the first from       October 25th through November 5th, and the second from November 8th through 19th.  Because all but one (Pacific Region) of the invited WFO Regions and Centers participated, a final phase—a "compact version"—was added during the week of December 14-18th.  Involvement during the exercise was basically full-time with D3D, monitoring the different tasks as well as helping the Evaluation Team develop all the online forms that were used.  Following the exercise, some evaluation of the massive amount of input has been accomplished along with attempts to coordinate getting a test version of D3D into some field sites, which will be the main emphasis for the next year.

EAR—Experimental Forecast Facility (EFF) Activities

Principal Researcher:  Ed Szoke

The fundamental idea behind the Experimental Forecast Facility (EFF) is to foster the relationship between research and operational meteorology to the benefit of both sectors.  Our interaction includes working several days per month on an operational shift, presentations at Weather Forecast Office (WFO) workshops, and occasional interaction on research efforts.  The move of the Denver WFO to the David Skaggs Research Center, and collocation with FSL, should help make increased interaction easier to accomplish.  

Specific highlights:

Daily Weather Briefing:  CIRA scientists coordinated the FSL Daily Weather Briefing as well as presenting some of the briefings.  Several new faces have been added and we will continue to try and expand our activities to include the Boulder NWS office in the next year.

Forecast shifts at the WFO:  Ed Szoke continued to work about 2-4 shifts per month at the Boulder WFO.  This allows some extra time for forecasters to do research shifts, while providing valuable hands-on experience in the issues of the operational forecast environment.  This experience is very important with the involvement in various training projects, as well as evaluating the potential of D3D, and was very useful in planning forecast tasks for RT99.

Interactive research with the Boulder WFO:  Coauthored a conference paper with the Boulder WFO, to be presented at the 9th Mountain Meteorology Conference (Szoke, August 2000).

Training activities:  Presentation at the Fall 1999 Boulder WFO Weather Workshop.  

EAR—UCAR Visiting Scientists at COMET

Principal Researcher:  Peter Stamus

Participating CIRA Scientists:  Steve Albers and Ed Szoke

The University Corporation for Atmospheric Research (UCAR) uses CIRA staff in the Cooperative Program for Operational Meteorology, Education and Training (COMET).  The COMET facility provides the forum for training operational meteorologists and hydrologists and encouraging collaborative research projects between the operational offices, research laboratories, and universities.  CIRA staff have assisted and benefited from this collaboration.

Specific highlights:

* Instructor for the meteorology primer portion of the Hydromet courses in October 1999 and February and May 2000.  The primer is designed for hydrologists and other non-meteorologists, and gives the students an introduction to meteorology that is the foundation for the rest of the course.  Additional focus this past year was the update of the primer laboratory exercises.  An appropriate case with data available on the COMET AWIPS workstation was selected to develop a new set of lab exercises.  The exercises were put into electronic format and made available to the students via the COMET World Wide Web page  (address below).

* Collaboration with Science Operations Officers (SOOs) in December 1999 and March 2000 at the COMET COMAP Symposia on Numerical Weather Prediction (Albers and Szoke, 2000).  Also worked with a SOO during the August to September 1999 COMAP class on LAPS and local modeling.    

For further information regarding COMET, see http://www.comet.ucar.edu
EAR—LAPS Improvements

Participating CIRA Scientists:  Steve Albers, Jim Edwards, Brent Shaw, Ed Szoke, and Pete   

    Stamus

Data Ingest

Improved timing windows, QC checks, and debugging output for surface data, including station names. Some overall reorganization of software.  Blacklist functionality was also improved for stations.

      Preliminary addition for GPS surface data ingest.

      Adjusted ACARS software for new NIMBUS CDL.

Reorganized and expanded surface, profiler, and sounding data I/O routines into the LAPS       library.

Steve Albers attended a CODE users workshop in Norman, Oklahoma.  This represents an  improved, more open, software environment for processing WSR-88D data.  Regional Radar Volume (RRV) remapping software was rebuilt for the Solaris environment.  The reliability of radar remapper filename processing has been improved.

Cloud/Precip Analyses

The blending of METAR/PIREP data with the model background was improved to give a reasonable ~400km radius of influence, instead of a potentially much larger value.  Further improvements were made for the model first guess at upper levels.

The cloud analysis algorithm was upgraded to help prepare for 3.9 micron data usage, especially in the context of using the 3.9 micron and 11 micron data together for cloud top detection/specification.  Cloud/no-cloud flagging is a part of this processing.  These changes help the cloud analysis perform better at night, especially given the lack of visible data.

Progress towards the goal of a generic vertical grid in the cloud analysis was made.  Improved the analysis of METAR/PIREP reports on different domain sizes, as well as error handling.

Cloud analysis reliability was improved for HP platforms (AWIPS), for cases with only partial satellite coverage. Improved satellite I/O.  Improved reliability for processing METAR cloud obs. 

Integrated cloud liquid units were changed to be consistent with forecast model output.

A problem that analyzed CB cloud types wherever radar data was partially missing was fixed.

It might be worth noting that the LAPS cloud analysis and upcoming WIAP (Water in All Phases) program may be of use with the CIRA/Ft Collins effort to utilize cloud profiles from Cloudsat in numerical models.

Wind/Temperature Analyses

The wind analysis now has better determination of instrumental error for use in 4-D successive correction analysis.  QC statistics were also added.  Also improved is the determination of dependent verification statistics.

The wind analysis now uses an improved, and more efficient, 3D pressure weighting (within the 4-D successive correction algorithm).  This is now the same as in the temperature analysis.  This helps unify the wind and temperature analyses and will simplify other improvements.  These would include a combination of 3DVAR implementation, improved observation error weighting, and time weighting.  The practical effect for now is a closer fit of the wind analysis to the obs; this can be further adjusted as needed.

The use of this "new" 4-D successive correction algorithm with the wind analysis has been increased, depending on computer resources.

A more generic observation data structure in the temperature analysis was implemented.       ACARS data were added to the temperature analysis, using the new 3-D pressure      weighting successive correction algorithm.  Observation error is also accounted for in deciding how small a scale to iterate towards when fitting the analysis to the observations.  We now set the weight of temperature soundings (especially when satellite-derived) to vary dependent on instrument error.  Improved specification of ACARS heights using a standard atmosphere. Improved RMS stats and QC info for temperature data.

A case study was performed (with Dan Birkenheuer) on the response of the wind analysis to the addition of satellite cloud-drift wind data.

Stability Indices

 Several stability indices were added including Showalter, Total Totals, K, LCL, and Wet Bulb

 Zero.  These indices were requested by the Taiwan CWB and WFO/AWIPS.  Helicity  diagnostic output was improved.

NCAR Graphics Plotting Software

     Added to 'lapsplot' were QC'd surface obs, omega, and balanced fields (horizontal and 

     cross-section) plots. Updated 'lapsplot' to better display background gridded output from a 

     variety of forecast models.  Upper level temperature observations were added. Microphysical

     and stability field plotting was enhanced.  Labeling was improved.

LAPS Implementation

Various changes were implemented to make LAPS more straightforward, dynamic and reliable.  This includes lengthened character declarations to allow longer path/file names, and addressing a potential Y2K problem with the sorting of filenames.  Memory usage was made more efficient.  As an example, the wind analysis now has the memory utilization reduced by making the array handling more efficient, for scenarios both with and without radar data.  This entailed extensive reorganization of the code and use of 'f90' constructs.  Logging and error checking were improved throughout LAPS.

 Reduced terrain smoothing from 4-deltax to 2-deltax mainly to give increased terrain related   detail in the surface analyses.  This should help especially in the western U.S.

 Portability changes were applied to LAPS software for the HPTi Linux cluster and other  

 platforms.

The flexibility of build/installation scripts was improved, including the use of precompiled software and automated multi-platform porting.  New script 'cronfile.pl' helps to set up a LAPS cron for runs with multiple windows. 

The efficiency for geography data acquisition program was also improved. Projection info for polar stereographic also improved.  Earth's radius is being standardized throughout more of LAPS.

'Nan' checking and I/O routines were reorganized.  Library and other documentation were added.

     An option to our 'sched.pl' to allow LAPS runs on archived datasets.

WWW LAPS Interface

A user interface that allows users to plot an arbitrary user-specified LAPS domain/time/field/level was developed.  This includes both analyses and forecasts.  Routine upgrades and maintenance was done for other LAPS Web pages.

LIDAR OSSE

CIRA FSL staff has participated in the planning and execution of generating the nature run and simulated observations that will support FSL's portion of a LIDAR OSSE to determine the impact a space-borne LIDAR instrument could have on regional numerical weather prediction.  Because of our work with RAMS and MM5 in support of the RSA and AFWA tasks, one of those two models will be used, and we continue to develop the software and processing methodology that will be employed to generate these very large data sets.  

WIAP

As part of the Water In All Phases (WIAP) project, the group has begun testing a new method of initializing a forecast model directly with the cloud analysis produced by LAPS.  In addition to the work performed to improve our cloud forecasts and the resulting distribution of microphysical species, CIRA staff modified the MM5 model and its pre-processors to ingest these quantities.  Initial tests show promise.  If successful, there are potentially some major implications in the area of model initialization techniques as well as a strong potential for dramatically improving short-range (0-6 hour) NWP forecasts of clouds and precipitation.  

WRF

CIRA FSL staff has been key participants in the development of the initial metadata standard for the Weather Research and Forecast model and are actively participating in the development of the standard initialization package that will be used to provide global and regional model output as initial and boundary conditions for the WRF model.  

Local Modeling

We have continued to organize the subjective evaluation efforts of the local model (the "P" part of LAPS) currently on AWIPS at the Boulder WFO—the SFM.  Cases are being saved and evaluated on specific forecast issues, both in the winter and summer environment, and organized on a web page.  Working with Adrian Marroquin, we have submitted a paper to the next Severe Local Storms Conference (Szoke, September 2000) on SFM performance with super cell-type storms.  We will be evaluating some of these cases with finer resolution runs of the SFM to determine the effect of better grid resolution, which should be significant since explicit microphysics are being used.

EAR—LAPS External Support

Participating CIRA Scientists:  Steve Albers, Ed Szoke, and Pete Stamus

Taiwan

CIRA FSL staff worked with personnel from the Taiwan CWB to set up ingest software for       their buoy, metar, synop, ship, mesonet, and RAOB data.  Software was also set up to process the model background data from CWB for use in LAPS.

A running version of LAPS using data from CWB was set up on-site at CWB.  A shadow version also runs locally at FSL for development and testing.  Build scripts were set up that automatically update both runs from the LAPS repository, thus keeping all of the improvements in sync.  Web displays are available that show the output from both runs.

NOS

We continue to interact with the National Ocean Service (NOS) on an occasional basis.  A new check was added to the surface analysis QC to check the MSLP surface obs by       comparing to the model background.  The surface analysis was adjusted to use the 3-D wind analysis as first guess.  This helps in terrain handling and with consistency between surface and 3-D wind analyses. Surface analysis parameters were moved to a namelist.

SJSU

We have been interacting with Lockheed on LAPS porting and cloud analysis issues.  This included working with Dave Bennett to co-author an AMS conference paper on using polar orbiting satellite data in the LAPS cloud analysis (Bennett, et. al., 2000).

EAR—Turbulence Forecasting Project 

Principal Researcher: Adrian Marroquin

Participating CIRA Scientist:  Ed Szoke

Objectives: This project is a continuation of the previous Aviation Impact Variables (AIV) effort which involved the design and testing of diagnostic algorithms to forecast turbulence using numerical model output.  The diagnostic turbulence algorithms have been used to produce daily turbulence product depicted on the FSL web page.  See http://www-frd.fsl.noaa.gov/mab/tke  This product has been well received by the private and commercial aviation community.  The DTF3 and DTF5 algorithms are also being used as part of the Integrated Turbulence Forecasting Algorithm (ITFA) suite undergoing real-time verification and evaluation at the Aviation Weather Center in Kansas City. 

The emphasis of the present effort within LAPS is aimed at improving the forecasting capability of hydrostatic and nonhydrostatic models using the E-epsilon turbulence model.  Initially, a modified E-epsilon turbulence model will be implemented in the Rapid Update Cycle (RUC) with a horizontal grid spacing of 20 km.  Rationale for this effort is the belief that turbulence ultimately must be forecasted with nonhydrostatic, high resolution models and with the proper physics in an attempt to decrease the uncertainties due to the approximations of the ITFA (that uses a fuzzy logic technique), diagnostic formulations, and poor horizontal and vertical resolutions of current numerical weather prediction models.  Verification of turbulence has been difficult to perform with the traditional pilot reports (PIREPs).  

