IV. Research Collaborations with the GSD Forecast Applications Branch (formerly the FSL Forecast Research Division/Local Analysis and Prediction Branch) 
A.  Special Projects 

Project Title: Forecasting Enroute Turbulence
Participating CIRA Researchers:  Randy Collander, Ed Szoke, and Brian Jamison
NOAA Project Goals / Programs:  Weather and Water—Serve society’s needs for

weather and water information / Local forecasts and warnings; Commerce and Transportation—Support the Nation’s commerce with information for safe, efficient, and environmentally sound transportation / Aviation weather  

All of the following efforts in collaboration with the Senior Scientist Office support NOAA goal to “Serve Society's Needs for Weather and Water Information/Local Forecasts and Warnings.”  The aircraft turbulence detection and the Great Lakes Fleet Experiment/TAMDAR projects also support NOAA’s goal to “Support the Nation’s Commerce with Information for Safe, Efficient, and Environmentally Sound Transportation.”  In addition, the Hourly Precipitation Data Quality Control and the Atmospheric Trend Analysis of Rawinsonde Data projects also support NOAA goal to “Understand Climate Variability and Change to Enhance Society’s Ability to Plan and Respond/Climate Observations and Analysis.”  
Key Words:  Aircraft turbulence detection
Narrative:

Long-term Research Objectives and Specific Plans to Achieve Them:

Goals set under GSD Forecast Applications Branch research activities to improve forecasts of clear air turbulence (CAT) through field programs and by developing diagnostic algorithms centered around two main projects: BAMEX and GTG. 
The Bow Echo and MCV Experiment (BAMEX) was conducted May 20 - July 6, 2003 in the Great Plains.  Highly mobile observation platforms were used to examine the life cycles of mesoscale convective systems and represented a combination of two related programs to investigate bow echoes, principally those which produce damaging surface winds and last at least 4 hours and larger convective systems which produce long-lived mesoscale convective vortices (MCVs).
The Graphical Turbulence Guidance (GTG) Situation-Dependent Turbulence program examines the performance of the GTG turbulence predictors from the RUC model in various synoptic situations.  CIRA researchers are part of this ongoing project to try to improve the GTG algorithm.  GTG is actually a collection of many different algorithms developed over the years at ESRL/GSD, NCAR, and other centers.  The current effort is examining the possibility of using an assessment of the synoptic conditions to determine more advantageous weights for the various algorithms within GTG.  Eventually, the hope would be to codify the synoptic environments so that the determination of weighting factors could be done automatically.

Research Accomplishments / Highlights:
Preliminary results from BAMEX case studies were presented at the American Meteorological Society’s 2006 Annual Meeting in a paper entitled: “Turbulence in MCS anvils: Observations and analyses from BAMEX” as part of the 12th Conf. on Aviation, Range, and Aerospace Meteorology.  
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Fig. 1.  Radar image of 10 June 2003 squall line.  Triangles 
indicate location of research aircraft dropsonde observations.
Specifically, the capability to reformat and quality control research aircraft data was completed, along with development of diagnostic techniques and display visualizations that permitted detailed examination of the BAMEX data set.  The BAMEX analyses yielded a better understanding of the meteorological environment in the vicinity of convection that may be indicative of turbulent regions.  Examination of the 10 June 2003 case suggests both the feasibility and the potential value of quadrant analyses toward the development of knowledge and schemes leading to improved forecasts of turbulence near and within upper and mid-tropospheric MCS anvils.
The GTG tasks are multi-year in nature and substantial results are expected in FY07.  

Publications:

●  Collander, R.S., E.I. Tollerud, B.D. Jamison, F. Caracena, C. Lu, and S.E. 
   Koch, 2006: Turbulence in MCS anvils: Observations and analyses from 
   BAMEX. 12th Conf. on Aviation, Range, and Aerospace Meteorology (ARAM), 
   30 Jan-2 Feb 2006, Atlanta, GA, Amer. Meteor. Soc., CD-ROM, P7.1.
Project Title:  WRF Developmental Testbed Center (DTC)

Principal Researcher: Randy Collander

NOAA Project Goal / Program: Weather and Water—Serve society’s needs for weather and water information / Local forecasts and warnings
Key Words: Weather Research and Forecast model, rapid refresh, gridpoint statistical
             interpolation
Narrative:


Long-term Research Objectives and Specific Plans to Achieve Them:

The Weather Research and Forecasting Rapid Refresh (WRF-RR) numerical model will be implemented in 2007, and went through preliminary testing from 2003-2005 with twice-daily real-time testing of the WRF-ARW model using RUC initial conditions.  In FY06, testing began with the WRF-NMM as another possible alternative for the Rapid Refresh model.  The Rapid Refresh will use a version of the NCEP-developed Gridpoint Statistical Interpolation (GSI), with RUC-specific enhancements (e.g., cloud analysis, use of surface observations) but also take advantage of the extensive capability for satellite radiance assimilation in the GSI.  The domain is about 2.6 x larger than the RUC CONUS domain, expanding to include coverage of Alaska, Puerto Rico, the Caribbean, and most of Canada.  It will provide a common, hourly updated mesoscale analysis and model forecast over the full North American area, and a common basis for subsequent aviation products over this larger region.  The horizontal resolution will be about 13 km, the same as the current RUC.  While the Rapid Refresh will use a version of the WRF model, its physical parameterizations will be similar to those used successfully with the RUC, including the mixed-phase cloud microphysics parameterization developed largely by NCAR for improved depiction of supercooled liquid water.  The Rapid Refresh, like the RUC, will continue hourly cycling of full 3-d hydrometeor fields correcting previous 1-h forecasts with satellite cloud and METAR cloud observations and adding radar reflectivity.
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 Fig. 2.  9-hour WRF-RR temperature forecast valid at 2100 UTC 10 August 2005  

 from the WRF-RR model using the ARW parameterization.

Research Accomplishments / Highlights:
To aid in evaluation of the model output, graphical representations of model output parameters were generated for 30-day study periods in each of the four seasons.  The scripts used to generate the images, as well as the web site for access and display, were created through modification of those used in the DTC Winter Forecast Experiment (DWFE) from FY05.  Capabilities of the web site were expanded to include display of images from the RUC-13 and the ability to compare ARW- and NMM-based images in a side by side or tiled fashion.  Numerical modelers and other meteorolgists were able to use the images to easily locate anomalies and closely scrutinize differences in the ARW and NMM cores and make definitive determination as to the most accurate choice for ultimate inplementation.  The web site may be viewed by pointing to http://bolas.fsl.noaa.gov/mab/wrfrr .
Comparison of Objectives vs Actual Accomplishments for the Report Period:

In progress.

Project Title: Atmospheric Trend Analysis
Principal Researcher: Randy Collander

NOAA Project Goal / Program: Weather and Water—Serve society’s needs for weather and water information / Local forecasts and warnings; Climate—Understand climate variability and change to enhance society’s ability to plan and respond / Climate observations and analysis
Key Words:  Climatological temperature trends, North American Rawinsonde
                       Network
Narrative:

Long-term Research Objectives and Specific Plans to Achieve Them:
Quantifying current atmospheric temperature trends is key to identifying and understanding potential future global climate changes.  Scientists in the ESRL Global Monitoring Division (formerly Air Resources Laboratory) perform extensive studies of temperature trends seen in observational data over North America (and globally).  One data set of particular interest is the North American Rawinsonde network data that dates from approximately 1948 to the present.
Research Accomplishments / Highlights:
Using extensive experience in the development and analyses of high-quality data sets, specifically for upper-air observations, statistical and other analyses were performed in collaboration with Dr. Betsy Weatherhead and others to further our understanding of climate change and humanities role in these changes.  
Comparison of Objectives vs Actual Accomplishments for the Report Period:

In progress.
Project Title: Hourly Precipitation Data Quality Control
Principal Researcher: Randy Collander

NOAA Project Goal / Program: Weather and Water—Serve society’s needs for weather and water information / Local forecasts and warnings; Climate—Understand climate variability and change to enhance society’s ability to plan and respond / Climate observations and analysis
Key Words: Precipitation observation quality control
Narrative:

Long-term Research Objectives and Specific Plans to Achieve Them:
Precipitation observations from several thousand sites in the United States, in hourly and daily resolution, are received by the National Centers for Environmental Prediction (NCEP) in Washington, D.C. on a daily basis.  Much of this data is manually inspected and quality controlled at the River Forecast Centers (RFC) and other locations before being disseminated to the National Weather Service (NWS) offices and other users.  The Environmental Modeling Center (EMC) at NCEP desires to have an automated, objective system for performing a more consistent quality control on the hourly data, with the expectation that a cleaner data set would be of great value in evaluating current model predictions as well as input to current numerical weather prediction models.  This quality-control software was completed in late FY04, with refinement in FY05 and FY06 as needed based upon scrutinization during daily manual evaluation and case studies.  Fig. 1 provides an example of a daily quality-controlled hourly rainfall gauge reports.
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Fig. 1.  Good (black) and bad (red) hourly gauges determined by the automated QC system for 16 June 2005.
Research Accomplishments / Highlights:
In FY06, consultations with the EMC continued on a limited basis.  The refined criteria was applied to individual observations and daily totals as well as subjective evaluation of station performance during the preceeding 30 day period.  Listings of stations which passed or failed the criteria were used in the Real Time Verfication System (RTVS) of GSD’s Aviation Branch.  Several case studies for the Hydrometerological Testbed project study of extreme rainfall were completed and the results used to identify weaknesses in the quality control scheme that led to discussion of criteria refinement (as well as proposed additional tests).  The examination includes station reliability (observations received on a regular basis), anomalous observations (excessive hourly values or daily sums), “stuck” gages (report same value for multiple consecutive hours or pattern of hours) and a neighbor check (comparison to values reported by nearby stations).
Comparison of Objectives vs Actual Accomplishments for the Report Period:
In progress.

Publications:
● Tollerud, E.I., R.S. Collander, Y. Lin, and A. Loughe, 2005: On the
  performance, impact, and liabilities of automated precipitation gauge screening
  algorithms. 21st Conference on Weather Analysis and Forecasting, 1-5 August
  2005, Washington, D.C., Amer. Meteor. Soc.

● Tollerud, E., T. Fowler, B. Brown, and R. Collander, 2005: Assessing the impact  

  of systematic observation errors on climate and operational precipitation
  analyses. Preprints, 15th Conference on Applied Climatology, 19-23 June 2005,
  Savannah, GA., Amer. Meteor. Soc.

B.  Forecast Applications

Project Title: Local Analysis and Prediction System (LAPS)

NOAA Project Goals/Programs:  

Weather and Water—Serve society’s needs for weather and water information

· Local Warnings and Forecasts 

· Weather Water Science, Technology, and Infusion 

· Environmental Modeling (for activities #3, 6, 11, 12, 15, and 16)
· Coasts, Estuaries, and Oceans (for activity #4)

· Hydrology (for activity #12)
Commerce and Transportation—Support the Nation’s commerce with information for safe, efficient, and environmentally sound transportation (for activity #8)

· Surface Weather (for activity #8)
Key Words: Local analysis and prediction, high resolution modeling

Narrative:

1. LAPS / WRF Improvements

Participating CIRA Scientists: Steve Albers, Chris Anderson

Improvements were made in the Local Analysis and Prediction System (LAPS) to analyze observations from new types of instruments and new data formats - thus expanding the envelope of meteorological data environments that we can operate in with our ever growing set of users. It is worth noting that LAPS and WRF improvements frequently have cross-cutting benefits that leverage towards many of the supported research projects (both within and external to NOAA) described later in this report. Funding has materialized for certain projects since the Statement of Work was formulated; LAPS improvements benefiting these projects are included in this section.
LAPS Observational Data Sets

Improvements were made in LAPS to analyze observations from new types of instruments and new data formats—thus expanding the envelope of meteorological data environments that we can operate in with our ever-growing set of users.  This is outlined in detail below for surface and upper air observations. 
Surface Observations

A check was added for identical surface observation station names in subroutine 'check_for_dupes'.  If the name is identical, they will be flagged even if the provider or location is different.  A code section was correspondingly added to remove stations flagged as identical via a call to subroutine 'init_station', effectively rendering all fields for such stations as missing.  Subroutine 'init_station' now sets the expected accuracy to 0, instead of the 'badflag' value to fit better in the intermediate observation file ASCII format. 

Additional testing was done ingesting METAR observations from the MADIS datastream and this was found to work well.  This should help our users such as the Spaceflight Meteorology Group (SMG). 

QC thresholds for SST observations were tightened to help eliminate erroneous data.  Soil Moisture observations (in terms of percentage) are now being read in from the LDAD files so we can evaluate their usage further along in LAPS. QC checks were improved for observation time information. 

          Upper Air Observations

Documentation was updated to explain that boundary profiler data are no longer available via the Demonstration Branch's FTP server.  A new set of modules is being developed and tested to access the related Multi-Agency Profiler (as well as RASS) data via MADIS.  Some of the RSA ingest routines are being employed for this in the interest of developing more generalized software. Profiler ingest file format is now determined dynamically for greater user flexibility. RASS ingest was enhanced so we can process the NetCDF files supplied via FTP from the Demonstration Branch. 

We reworked into separate variables the categorization of ACARS input file format as distinguished from filename format.  This helped in the modification of an on-the-fly check of filename convention to cover the situation where we have MADIS ACARS files.  In this case, we have WFO style filenames with the NIMBUS file format.  Modifications were completed to LAPS ingest software that allow adjustment of the aircraft observation assimilation time window.  This supports the PADS (see below) and other projects. 

RAOB ingest has been tested and shown to work with the MADIS data feed. Software was streamlined to ensure that empty output files are not written. 

We collaborated with former CIRA researcher Brent Shaw (now at WNI) to add the capability to ingest cloud-drift winds from MADIS. 

POES satellite sounding ingest has been implemented as requested by our CWB collaborators.  Soundings are tagged with a label representing the nearest surface station to each sounding. 

Surface Analysis—Space-Time Mesoscale Analysis System (STMAS)

CIRA researchers helped with the high-frequency variational surface analysis development for the Space-Time Mesoscale Analysis System (STMAS) project. Pre-generated analysis web images were improved to facilitate side-by-side comparisons between the experimental and operational versions of the STMAS software.  This includes viewing animations as well as customized fields such as surface divergence and vorticity.  We conducted tests collaborating with Dr. Yuanfu Xie and John Smart, setting up the STMAS analyses with a large CONUS sized domain.  We were able to improve the efficiency of the background model processing allowing the CONUS domain to run in real-time on a 15-minute cycle. A separate LAPS build was set up on EJET that will allow us to freeze the STMAS software during the summer operational period. 

We now apply separate QC thresholds for surface dewpoint that are lower than those for temperature.  The gross error check now allows values between 120K and 350K for dewpoint.  This may help for a case that Brent Shaw showed us for a model background (LGB) file created at Weather News Incorporated (WNI). 

Radar Processing

We have worked towards more efficiency and other functional improvements for radar remapping and mosaicing.  Various scripts were reworked and integrated providing a new capability for the real-time conversion from WSR-88D Archive-II format to our polar NetCDF files for subsequent LAPS processing.  This was done in a way that allows easy switching between real-time and retrospective LAPS runs that utilize Level-II radar data.  The radar remapping program is in the process of being cleaned up so that it can properly function on EJET.
Wind / Temperature Analyses

A subroutine called 'calc_qced_obs' was set up to help handle the observation data structures for the parallelized SMS version. This has an added benefit of making the software more modular.  Inner (time-consuming) loops of the analyses were streamlined in the hopes of improving LAPS execution times, even for the serial version.  A few wind analysis changes were made to simplify the SMS parallelization constructs. 

The 'max_obs' parameter was doubled to allow 80000 observations in the data structure.  In collaboration with Dr. Yuanfu Xie, the vertical coordinate of observations is now being expressed in fractional values to allow greater accuracy in support of the GSI analysis software testing. 

Variable initialization and declaration was cleaned up in the wind analysis in general and in the CWB multiple-Doppler routine in particular. 

Cloud / Precipitation Analyses

Array initialization was cleaned up in the derived products subroutine.  We split off cloud type and mean volume diameter (MVD) calculations into a separate loop allowing greater flexibility in the setting of cloud layer cover thresholds.  In this context, the 'thresh_cvr' variables and 'ibase/top' arrays were renamed to two separate names each, one for each cloud layer loop.  These are for the respective loops that work with cloud top / vertical velocity as well as cloud liquid / ice (LWC).  This will help allow the cloud fraction threshold for cloud type assessment to be set differently from that used by the microphysical fields as appropriate for downstream "hot-start" purposes. 

The Icing Severity Index output file comment info was modified to be consistent with the description of the index values in the subroutine where it is calculated (ISI3). 

General Software Improvements & Portability

Scripts were improved that manage the execution of LAPS in a parallel machine environment, using the SMS software package.  Purge time of wideband radar data was increased to facilitate real-time radar evaluation.  Purging strategy was improved for various other LAPS situations. 

LAPS documentation was improved with information about soil moisture and ground temperature analyses.  The README was updated to better describe the data flow within LAPS, including a new analysis flowchart provided by the Finnish Meteorological Institute.  Radar ingest documentation was improved along with new module diagrams for profiler and RASS ingest.  There is now better guidance for users for how to utilize various MADIS data sources as input for LAPS.  Use of raw NIMBUS data as well as dropsonde usage is now also better described.  Other improvements were made to documentation, error messages, software logging, diagnostics and comments.  Some obsolete software was removed as a streamlining effort.  Timing routines in the library were reorganized to improve their user friendliness. 

Software configuration and portability were improved for newer machines, including those with 64-bit processors.  In relation to this, we added C_OPT and F_OPT configuration flags allowing greater compiler flag flexibility; for example, we can set separate optimization flags for C and FORTRAN on 64-bit machines. This mostly supersedes the OPTIMIZATION flag and the new flags can be set depending on tests for the FORTRAN and C compilers.  Some LAPS configure changes were made in support of the LAPS Graphical User Interface (GUI) implementation that Paula McCaslin is working on.  In relation to this localization, paths were changed to reflect our new disk structure.  Other software build scripts were updated to keep in sync with changes in LAPS software, domains, and platforms. 

Default settings will now provide model initialization files for the WRF model instead of MM5.  The case rerun script was made more generic allowing the passing in of options for various types of cluster machines. 

LAPS Implementation

As part of a collaboration with Dr. Isidora Jankov, a real-time domain having 30-km resolution is being run experimentally on a mercator projection covering almost the entire globe (Fig. 1). 
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Fig 1.  Analyzed surface temperature and wind on a "G-LAPS" 30-km global domain. 

We managed LAPS software builds and releases to our website.  We also fielded a number of inquiries from both funded and non-funded users about LAPS software and installation. 

WWW LAPS Interface

Individual levels can now be plotted for the soil moisture field while soil temperature and moisture observation plots were cleaned up a bit.  Improved ground temperature plotting options (F/C + contour/image) and streamlined the logic along with that for the surface air temperature.  Pressure contouring was adjusted and some cross-section station labels were improved.  Labeling was improved to be more robust for various kinds of model background, model forecast, and other plots.  Plotting labels and other documentation were changed from "FSL" to "GSD" reflecting the lab reorganization.  Contour ranges were improved for omega plots.  Contour scaling (e.g. logarithmic), plot labeling and logging information were all improved. 

Plotting software was refined in several ways to function on the large STMAS CONUS domain.  Image generation changes include an option within 'lapsplot' that can make raster image plots, greatly speeding up the STMAS and other images that we've seen taking a long time.  Wind barb plots now have more flexible color capability depending on the image background.  We also added a surface vorticity image option. 
Zoom capability was added to plan view cloud type plots.  Plots of analyzed precip concentration as well as forecast rain/snow concentration were added.  We added forecast fields for cloud microphysical variables and radar reflectivity (plan view).  Further adjustments were made on plan view plots of cloud condensate, both analyzed and forecast.  Cross-sections were improved to generalize the hydrometeor plots.  These now comprise rain, snow, and precipitating ice concentrations.  Image displays of various microphysical variables were improved. 

For the pre-generated analysis plots, we now use balanced heights for the 'H5B' product to accompany the balanced winds. 

Scripts that manage the creation of pre-generated analysis web images were given added functionality so that they can work on our EJET cluster.  The on-the-fly web page scripts were updated in the repository. 

Mesoscale NWP Model Initialization and Evaluation 

Two major new advances were made in the suite of modeling capabilities at GSD. First, the NCEP WRF model, NMM, was modified to permit LAPS diabatic initialization.  This required modifying initialization codes of the WRF source. This modified code has been run in real-time over the Colorado region, and it has been shared with Bob Rozumulski who provides WRF software to NWS/SOO. 

Second, we have pulled together multiple mesoscale models (WRF-ARW, WRF-NMM, MM5, RAMS) in order to generate ensemble forecasts.  Scripts were written to ensure that each model is run in real time and initialized with LAPS diabatic initialization.  Probabilistic output is generated by combining the forecasts from this group of models and by including past forecasts.  Ensemble forecasts have been generated in real-time and displayed on AWIPS for the NWS Boulder office.  Example of the ensemble forecasts, of both mean ensemble and ensemble probability are shown in Figs. 2a and 2b. 
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Fig. 2a.  Example of ensemble mean precipitation product displayed on AWIPS over the Colorado domain. 
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Fig. 2b.  Fraction of ensemble members exceeding 0.01" displayed on AWIPS over the Colorado domain. 

A full evaluation of ensemble forecasts produced in support of the Hydrometeorological Testbed has been conducted, and the results have informed an ensemble composition that will be run in real-time and distributed to Monterrey WFO, Reno WFO, and Sacramento WFO during next year's Hydrometeorological Testbed field project (Dec 2006 - Mar 2007). 

Our achievements for this project compare favorably with the goals projected in the statement of work. 

Publications:

●  Hiemstra, C.A., G.E. Liston, R.A. Pielke, Sr., D.L. Birkenheuer, and S.C.
Albers, 2006: Comparing Local Analysis and Prediction System (LAPS) assimilations with independent observations. Accepted by Wea. and Forecasting. 
● Koch, S., Y. Xie, J.A. McGinley, and S. Albers, 2005: Nowcasting applications
  of the Space-Time Mesoscale Analysis System. 21st Conf. on Weather Analysis
  and Forecasting, 1-5 Aug 2005, Washington, D.C., Amer. Meteor. Soc., CD
 -ROM, P1.44.
● Xie, Y., S.E. Koch, J.A. McGinley, S. Albers, and N. Wang, 2005: A sequential
  variational analysis approach for mesoscale data assimilation. 21st Conf. on
  Weather Analysis and Forecasting, 1-5 Aug 2005, Washington, D.C., Amer.
  Meteor. Soc., CD-ROM, 15B.7.  

2. Geostationary Orbiting Environmental Satellite (GOES) Project
There was no specific funding to carry out GOES activities during this past fiscal year.  Other analysis runs relating to IHOP are discussed below in section 10 below. 

3. Range Standardization and Automation (RSA) Project
Participating CIRA Scientists: Chris Anderson and Steve Albers
We continued to support the LAPS/MM5 shadow runs at GSD.  This included assisting with software installation testing during GSD visits by Lockheed-Martin (LM).  To facilitate the new testing methods, we developed a strategy to restore our developmental LAPS shadow-run following LM's installation checkout.  We also gave support both remotely and on-site for Eastern and Western Range LAPS/MM5 runs. 

Software testing was done on our shadow runs to assess coastal surface analysis artifacts related to the land/sea observation weighting function. Based on this we are returning to the strategy of using the nearest grid-point to determine the land fraction associated with a given station. Fig. 3 shows one of our hourly analysis fields. 
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Fig. 3. Surface temperature as shown in an hourly LAPS analysis of the Eastern Range. 

Discussions are underway about how to incorporate soil moisture observations into LAPS analyses and forecasts.  One aspect of this is that LAPS sounding ingest is being enhanced so that it can process soil moisture observations from the meteorological towers. 

We improved the MM5 code for compatibility with upgrades to OS and cluster communication software.  We also contributed to a white paper describing new weather forecasting capabilities that could be obtained by upgrading the weather forecast model to WRF.  We gave a presentation on RSA LAPS/MM5 status to the annual Technical Interchange Meeting (TIM) held during June in Boulder.  

Our achievements for this project compare favorably with the goals projected in the statement of work. 

Awards/Honors: Project accomplishments were recognized with the 2005 NOAA Technology Transfer Award.
4. Coastal Storms Initiative
Participating CIRA Scientist: Chris Anderson
The Coastal Storms Initiative (CSI) is a project sponsored by the National Ocean Service and managed by the NWS Office of Science and Technology to perform a proof-of-concept for local data assimilation and NWP within a NWS Forecast Office.  CIRA staff set up, configured, and tested the new Weather Research and Forecast (WRF) model on a Linux cluster installed at the Jacksonville, FL, forecast office in early 2003.  During the past year, we continued to provide support on an as needed basis to keep the runs functioning properly. We also provided software to Bob Razamulski to allow his SOO distribution of WRF-NMM to couple with LAPS diabatic initialization.  

This is pretty much in line with the stated goals given the level of funding that was realized. 

5. WINDPADS (Precision Airdrop)
Participating CIRA Scientist: Steve Albers
Research has continued to make the LAPS aircraft data time windows more flexible to accommodate the PADS requirements.  We also supplied an updated set of LAPS software to the Draper Laboratory that they were able to port to a Windows environment.  They have sent us back a modified version for study and possible merging back into the LAPS software repository.  

Our achievements for this project compare favorably with the goals projected in the statement of work. 
6. Taiwan Central Weather Bureau (CWB)
Participating CIRA Scientists: Chris Anderson, Ed Szoke, and Steve Albers
We performed some initial staging of the parallelized version of the LAPS wind analysis both at GSD and on a CWB Linux cluster using SMS.  We tested newly developed software to ingest MADIS POES satellite soundings into the intermediate LAPS sounding database.  We also evaluated how the new Japanese weather satellite MTSAT is performing within the LAPS cloud analysis. 

We consulted with Shiow-Ming Deng (from CWB) and Dr. Yuanfu Xie on several aspects of setting up the Gridpoint Statistical Interpolation (GSI) option for the LAPS analysis.  This included making the raw CWB observational data available to our large cluster computer (EJET) and setting up test domains on that machine, including a comparison of the GSI and operational LAPS versions.  In connection with this, the LAPS real-time scheduling script was enhanced to more easily allow the GSI analysis option.  A Makefile was updated to help allow the GSI software to be integrated into LAPS. 

We collaborated with the CWB to add improved flexibility of the tropical cyclone bogusing software in handling both real-time and archived datasets.  LAPS timing scripts were improved based on CWB recommendations.  We also added the ability to ingest wind data from CWB rawinsondes into LAPS analyses.  Updates were made to ensure that the surface synoptic observations from mainland China can be ingested into LAPS.  We collaborated with Wen-ho Huang of the CWB to incorporate a new version of the dropsonde ingest software into LAPS. 

We worked closely with Yun-Tsai Lin to develop a streamlined methodology for retrospective forecasts and case studies (including analyses).  This required building a directory structure separate from the real-time shadow forecasts, and updating scripts so that they could accommodate multiple data sets simultaneously.  Yun-Tsai Lin proceeded with examination of 6 case study events to determine the optimal parameterization suite for QPF over Taiwan.  We followed up with another study examining the computational speed of the parameterization packages.  After all was said and done, we were able to determine an optimal combination for their operational demands. 

We supplied Taiwan CWB with a copy of the WRF-NMM code, coupled to LAPS, prior to its general release by NCAR.  We also set-up and maintained 5-km WRF shadow forecasts. 

This year’s training activities with the CWB involved a visit by three CWB meteorologists to GSD in early December (one is the head of the CWB operational forecast branch).  The training consisted of two days at GSD with an overview of various projects, but the main theme was their desire to learn more about operational marine and tropical forecasting in the United States.  With this is mind, the remaining part of their visit was spent in Miami, Florida, visiting the following NOAA sites: the Hurricane Research Division, the Tropical Prediction Center, and the local Miami Weather Forecast Office (WFO). 

We also showed them the Integrated Forecast Preparation System (IFPS).  This system is being used at all Weather Forecast Offices in the National Weather Service to create gridded and text forecasts, and may be implemented in the future at the CWB.  The CWB meteorologists spent two weeks at FSL in extensive training. 

Our achievements for this project compare favorably with the goals projected in the statement of work. 

7. AWIPS Support to the NWS
Participating CIRA Scientists: Ed Szoke and Steve Albers
a. AWIPS/LAPS
We continue a long term effort to have LAPS software running in the National Weather Service WFO's for evaluation and use by operational forecasters.  The LAPS software is being periodically updated within successive AWIPS builds in order to use our latest analyses.  We continue to support and monitor a shadow run that helps us ensure that the LAPS software is ready for AWIPS releases.  The graphical product monitor was made more robust and was configured to operate on-site at LAPS/AWIPS installations.  Our observation blacklist was modified to include a station mentioned by the Goodland, Kansas WFO. 
b. EFF Activities
We continued our interaction with the local National Weather Service (NWS) Weather Forecast Office (WFO) in Boulder, located within the David Skaggs Research Center.  This involves GSD staff working some forecast shifts, as well as involvement in some cooperative projects.  An ongoing project has been running a local model, the MM5, initialized in a hot-start configuration with LAPS, out to 24 h four times a day.  The model is run at GSD and the output sent to the Boulder WFO for display on their AWIPS, where we are then able to get subjective feedback from the forecasters.  We also participated in a joint presentation on the March 2003 massive winter storm at UCAR/COMET for the Sixth Winter Weather Forecasting Course in December organized by the Meteorological Service of Canada (MSC).  

Although funding for the experimental infrasound system (developed by Dr. Al Bedard of the NOAA/Environmental Technology Lab in Boulder) was trimmed during the last fiscal year, the Boulder WFO continued to serve as one of the test sites, and we continue to interact with Dr. Bedard in searching for interesting cases.  The system is able to detect infrasound signals from phenomena that include tornadoes and developing tornadoes.  The hope is that it could provide a significant enhancement to Doppler radar in both detection of tornadoes and reducing false alarm, both critical National Weather Service goals. 

CIRA researchers continue to give GSD weather briefings several times per month. Guest briefings were given in June by some of the students working on various ESRL projects during the summer. 

c. D3D Activities
Formal funding for D3D has ended, at least for the time being, but we continue to support NWS WFOs that are interested in testing the software, and occasionally answer technical questions from sites that have D3D.  Some interest in D3D remains across the NWS, although officially the software is restricted to use on the NWS case review workstations (known as the WES systems).  Additionally, D3D is used at UCAR/COMET during some of their training workshops.  

Our overall achievements for AWIPS/D3D Support compare favorably with the goals projected in the statement of work. 
8. Federal Highways Road Weather Modeling
The Maintenance Decision Support System (MDSS) is a project sponsored by the Federal Highways Administration.  The goal of this project is to create a decision support software package to help winter road maintenance personnel decide how to best respond to weather problems on highways.  MDSS takes automated weather observations and forecasts and runs pavement conditions models to suggest an optimum combination of plowing and chemical applications, and recommends the time to make these treatments. 
NOAA funding was unavailable for this effort during this period. 

9. United States Forest Service (USFS)

Participating CIRA Scientist: Steve Albers
Funding was very limited this year, although we did make our real-time LAPS analyses and web products over the Colorado domain available to the USFS. Given these circumstances, our accomplishments compare favorably with the stated goals.
10. IHOP
Participating CIRA Scientists: Chris Anderson and Steve Albers
We continued evaluation of simulations of LLJ cases from IHOP.  We conducted WRF simulations with grid point spacing of 4-km to better understand the ability of WRF to simulate the details of spatial fluctuations of wind and water vapor. The results showed that not only was WRF unable to simulate the observed spatial power spectra and cospectra of these variables, but also was unable to capture the persistence of the peak LLJ wind speed for forecast lead times exceeding two hours.  We hypothesize this is due to inadequacies in the boundary layer parameterization. 

We collaborated with Dr. Isidora Jankov in rerunning the June 12, 2002 LAPS IHOP case (see Fig. 4) in the interest of assessing and improving the hot-start for eventual publication.  We learned some interesting things about how previous software written by one of our CWB collaborators handles the diagnosed vertical motion in various sectors of a developing convective storm.  Some adjustment of the visible satellite normalization was needed to allow this to run smoothly on the large 600x600 gridpoint domain. 
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Fig. 4.  Analyzed surface wind and column cloud cover are shown on the LAPS 1-km domain for an IHOP rerun case. 

Our achievements for this project compare favorably with the goals projected in the statement of work. 

Publications:

●  Tollerud, E.I., F. Caracena, D.L. Bartels, S.E. Koch, B.D. Jamison, R.M. 
Hardesty, B.J. McCarty, W.A. Brewer, R.S. Collander, S. Albers, B. Shaw, D. Birkenheuer, and C. Kiemie, 2005: Mesoscale moisture transport by the low-level jet during the IHOP field experiment. 11th Conf. on Mesoscale Processes, 24-28 Oct 2005, Albuquerque, NM, Amer. Meteor. Soc., CD-ROM, J6.6. 
11. Weather Research and Forecast Model (WRF)
Funding and personnel were unavailable for any significant efforts this year. 
12. Hydrometeorological Testbed (HMT)

Participating CIRA Scientists: Chris Anderson, Ed Szoke, and Steve Albers
The Hydrometeorological Testbed is a well-funded, multi-year project (www.hmt.noaa.gov) designed to improve the use of research quality observations and modeling in operational forecasts of precipitation and streamflow.  A large field campaign was held December 2005 to March 2006 in the American River Basin of the Central Sierra Mountains.  GSD provided high-resolution model forecasts in support of field operations and NWS operational forecasting. 

By the beginning of the field campaign, a single forecast was operational.  The forecast was generated by the WRF-ARW with a nest of two high resolution domains, an outer domain with 3-km grid point spacing covering northern and central California and an inner domain with 1-km grid point spacing covering only the American River Basin Domain.  Soon after the beginning of the field project, an ensemble of forecasts was implemented.  The ensemble was composed of MM5, WRF- ARW, and RAMS, each using the forecast domain described above.  The models were initialized with LAPS diabatic initialization fields (including wide-band radar data) and integrated to a forecast lead of 12-hours. The forecast cycle was 3- hours, producing 8 forecasts from each model per day. Late in the project, it was determined that forecast lead times of 24-hours was desirable, and the ensemble was reconfigured to contain only one forecast grid (3-km) for which forecasts to 30-hour lead times were produced.  Output from each model was available via a web page developed and maintained at NOAA/GSD. 

Example 24-hr precipitation output from the 3-km grid of one of the ensemble members (WRF-ARW using the Thompson microphysics) is given below (Fig. 5a) for the heaviest precipitation event of the field project. 
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Fig. 5a.  Evident in this plot are narrow regions of 24-hour precipitation accumulation exceeding 200 mm (~7.9 inches).  These narrow regions correspond to peaks in the terrain.  This information is not available in operational forecast models with larger grid point spacing.  It is also not often evident in observations, due in part to the lack of observations at the terrain peaks.  We are currently collaborating with scientists from ESRL/PSD who deployed radars with the ARB to fill in the gaps for quantitative precipitation estimates with the goal of determining whether such maxima exist at the terrain peaks. 

Gridded observations produced by the California Nevada River Forecast Center are shown below (Fig. 5b). 
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Fig. 5b.  The gridded observations are produced by sending sparse rain gauge measurements through an interpolation routine.  Thus, the spatial variability of the model runs, being unsmoothed, is much larger than observed.  Nevertheless, the magnitudes of precipitation are similar.  Where the observations show precipitation exceeding 6.5 inches, the model predicts 7-9". 

Further examination of the model results at particular rain gauge locations reveals the model errors are very small.  The Mean of the Absolute Error at Blue Canyon, a rain gauge along the North Fork of the American River, is about 0.2" out to a forecast lead time of 18 hours. 

We have explored the possibility of decreasing forecast error and forecasting the expected error with ensemble forecasts.  We found little improvement in forecast error within the first 24 hours, indicating the error growth is primarily due to synoptic scale errors that aren't manifested until forecast leads beyond 24 hours. However, there is value from the ensemble in that the spread of the ensemble is correlated with the error of the ensemble mean, suggesting it is reasonable to expect the ensemble to forecast the expected forecast error. 

The experimental ensembles were also used to evaluate a strategy to determine an optimal mix of forecast models.  The results indicated that by intelligently choosing various parameterization combinations, the accuracy of the ensemble mean and the range of ensemble forecasts are both improved. 

CIRA researchers also provided real-time support to the field experiment in the form of detailed daily discussions of the precipitation forecast over the testbed. This included participation in conference calls and posting text forecasts to the HMT website. 

During the forthcoming HMT field experiment Dec 2006 through Mar 2007, model forecasts will be provided directly to operational forecasters via ALPS.  The products will include probabilistic displays of forecasted precipitation.

Publications:

● Anderson, C., P. Schultz, and C. Lu, 2006: Examination of high-resolution
  NWP model QPF and PQPF for the American River Basin from time-lagged and
  multiple model ensembles during HMT-WEST 2006. The AGU Joint Assembly,
  23-26 May 2006, Baltimore, MD, H22B-02, CD-ROM.

● Anderson, C., P. Schultz, and C. Lu, 2006: Comparison of cold season QPF and
  PQPF from time-lagged and multiple model ensembles. The 2nd International
  Symposium on Quantitative Precipitation Forecasting and Hydrology, 5-8 June
  2006, Boulder, CO, No. 4.5.
● Lu, C., J. McGinley, P. Schultz, H. Yuan, B. Jamison, L. Wharton, and C.
   Anderson, 2006: Short-range quantitative precipitation forecast (QPF) and
   probabilistic QPF using time-phased, multi-model ensembles.  Submitted to J.
   Hydrometeorology.
● McGinley, J., S. Albers, C. Anderson, C. Lu, P. Schultz, and L. Wharton, 2005:
  Short Range (0-3hr) Quantitative Precipitation Forecasting: a futuristic vision.
  11th  Conf. on Mesoscale Processes, Amer. Meteor. Soc., 24-28 Oct 2005, 

  Albuquerque, NM, CD-ROM.

● Yuan, H., J. A. McGinley, C. Lu, C. J. Anderson, and P. J. Schultz, 2006:
  Extreme precipitation events and bias correction of PQPF during the HMT 2005
   -2006 winter campaign.  The AGU Joint Assembly, 23-26 May 2006, Baltimore, 
   MD, H22B-04, CD-ROM.

● Yuan, H., J. A. McGinley, C. Lu, C. J. Anderson, and P. J. Schultz, 2006:
   Evaluation and bias correction of high-resolution QPF and PQPF during the
   HMT 2005-2006 winter campaign.  The 2nd International Symposium on
   Quantitative Precipitation Forecasting and Hydrology, 5-8 June 2006, Boulder, 
   CO, P. 4.31.

13. Space Flight Meteorology Group (SMG)

Participating CIRA Scientists: Steve Albers and Chris Anderson
We assisted with LAPS installation for a newly funded project with the Space Flight Meteorology Group.  This group gives meteorology support at the Johnson Space Center in Houston for missions such as Space Shuttle flights.  They have sent us a sample of their raw observational data and we started to test the interfacing of LAPS ingest and analyses to this database.  We also set up a real-time shadow run here at GSD to emulate the data sources this group will be using. 

We sent them our LAPS analysis software and they have successfully compiled the software and are running LAPS with our default test dataset.  LAPS scripts and documentation were improved to facilitate this process.  We are having a continuing dialogue with SMG on how to set up various on-site datasets to be compatible with LAPS.  This includes some testing (and improvements) with LAPS in relation to ingest of MADIS METAR and ACARS data.  A web site was developed to keep an updated summary of this communication as it pertains to an itemized list of the observational datasets being used. 

We also had some preliminary discussions with SMG on forecast model setup.

14. LAPS Ensemble Post-Processing (EPP) 
Principal Researcher: Brian Jamison
Long-term Research Objectives and Specific Plans to Achieve Them:
The EPP project is directed towards incorporating a number of LAPS model forecasts valid for the same time, and combining them into an ensemble mean forecast.  Because of differing initial conditions in each model run, the time it takes for a model to "spin-up" (i.e. come to an equilibrium state from the initial conditions), and the fact that models lose skill with time due to small errors in the initial conditions, ensemble mean forecasts will likely have more skill than an individual forecast.  The EPP project is the first trial of an ensemble based LAPS product, and will focus initially on precipitation.

Research Accomplishments / Highlights:
Two periods were selected for initial trials of the mean ensemble forecasts: April 10-11, and April 28-29, 2005.  LAPS output grids and Stage IV precipitation data were collected for these periods.  Stage IV precipitation is a national scale mosaicked quantitative precipitation estimation, and is used here for verification.  In order to valicate the precipitation forecasts using Stage IV, the Stage IV data were interpolated to the LAPS grid.  The ensemble member forecasts were generated, and corrections for known model biases were applied.  Mean ensemble forecasts were generated using the ensemble members.  These forecasts were then compared with the interpolated Stage IV product.
Comparison of Objectives vs Actual Accomplishments for the Reporting Period: In progress.
15. LAPS WRF Static Initialization (WRFSI)
Principal Researcher: Brian Jamison
Long-term Research Objectives and Specific Plans to Achieve Them:
The Local Analysis and Prediction System (LAPS) section of GSD / Forecast Applications Branch has developed a graphical user interface (GUI) to allow a user to define a particular domain and resolution to run the Weather Research and Forecasting (WRF) model using LAPS model initialization data.  Part of this effort involves generating some graphical products of static initialization fields, including: average terrain elevation, annual minimum and maximum green fraction, top and bottom layer dominant category soiltype, terrain slope index, terrain adjusted mean annual soil temperature, and land use dominant category. 
Research Accomplishments / Highlights:
Occasionally, the graphics generated have some problems with particular defined domains and projections which need to be corrected.  This past year, the National Mesoscale Model (NMM) was a new addition which required the ability to plot in a rotated lat-lon projection.  This projection is simply a cylindrical equidistant projection with the pole translated to a different point on the globe.  The ability to recognize and plot this projection was added to the script that plots the static initialization fields.
Comparison of Objectives vs Actual Accomplishments for the Report Period: Successfully completed.
16.  Developmental Testbed Center (DTC) Winter Forecast Experiment (DWFE)
Participating CIRA Researcher:  Ed Szoke
Long-term Research Objectives and Specific Plans to Achieve Them:

The DTC Winter Forecast Experiment (DWFE) was motivated by the needs of the National Weather Service (NWS) for improved model guidance to support their winter weather forecast and warning mission.  The DWFE experiment uses high-resolution (5 km) NWP models with improved physics, in an effort to offer a solution.  
Research Accomplishments / Highlights:
The Developmental Testbed Center (DTC) Winter Forecast Experiment (DWFE) was run from 15 Jan 05 to 31 Mar 2005 as a test of two 5-km numerical model with explicit convection run on the continental United States (CONUS) scale.  One of the models was run out of ESRL/GSD, and the other at NCAR (the location of the DTC), with one run of each per day, out to 48 h over the CONUS scale.  This was the first time that these perspective models of the future were run in real-time on such a large scale.
CIRA researchers participated in the DWFE by testing high-resolution (5 km) CONUS scale models (NMM and ARW, two versions of the WRF model) for winter forecasting.  We were involved with subjective assessment of the forecasts with papers to be presented at the upcoming AMS conference on Numerical Weather Prediction and Weather Analysis and Forecasting in August 2005.
One of the unique products that was output from the DWFE models was model simulated radar reflectivity, which allowed for a better depiction of the structures within winter storms, as well as a direct comparison of the model output with observations in real-time.  An example of the banded structures that can be present in a winter storm is shown with the reflectivity time series in Fig. 1, for  
a Nor'Easter on 1 March 2005, with the various bands labeled.  Forecasts of reflectivity from the two DWFE models, with the bands labeled for comparison with the observed reflectivity, are shown in Fig. 2, illustrating how the models were able to capture many aspects of the complex banding in this storm.  
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Fig. 1.  Composite radar reflectivity displays at 0300, 0600, 0900, and 1200 UTC 01 March 2005 over New England (dBZ), showing snowbands A, B, C, and D, as determined from hourly displays. 
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Fig. 2.  Simulated composite radar reflectivity fields (dBZ) at 0300, 0600, 0900, and 1200 UTC 01 March over the northeastern U.S. forecast by a) the ARW model, and b) the WRF-NMM model, showing precipitation bands A, B, and D for comparison with the observed bands in Fig. 1.

GSD was not only involved in the running of one of the models, but also in the real-time assessment of the forecasts, and in post-DWFE research.  The real-time assessment included an online web site where NWS forecasters (the models were made available to the NWS through web displays, and in many cases on GSD's FXNet and/or AWIPS) could provide their evaluations.  We are currently involved with the NWS in documenting this assessment along with some cases from the DWFE time period for an article to be published in Weather and Forecasting.  
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