IV.  Research Collaborations with the GSD Forecast Applications Branch (updated 3/16/2011 2303UTC)

A.  Project Title: Local Analysis and Prediction System (LAPS)

NOAA Project Goals/Programs:  

Weather and Water—Serve society’s needs for weather and water information

· Local Warnings and Forecasts 

· Weather Water Science, Technology, and Infusion 

· Environmental Modeling 

· Coasts, Estuaries, and Oceans 

· Hydrology 

Key Words: Local analysis and prediction, high resolution modeling

Narrative:

1. LAPS / WRF Improvements

Participating CIRA Scientists: Steve Albers, Isidora Jankov, Ed Szoke

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

Long-term Research Objectives and Specific Plans to Achieve Them:

The Local Analysis and Prediction System (LAPS) integrates data from virtually every meteorological observation system into a very high-resolution gridded framework centered on a forecast office's domain of responsibility.  Thus, the data from local mesonetworks of surface observing systems, Doppler radars, satellites, wind and temperature (RASS) profilers (404 and boundary-layer 915 MHz), radiometric profilers, as well as aircraft are incorporated every hour into a three-dimensional grid covering a 1040km by 1240km area. New analysis techniques such as STMAS are being developed within the LAPS umbrella. LAPS has analysis and prediction components.  The prediction component is being configured using various mesoscale models that are initialized with LAPS or STMAS analyses and run to provide short-term forecasts. Ensemble based forecasts using multiple models and initialization methods, with verification are also produced.

LAPS (increasingly including the new STMAS analysis package) is run in real-time at ESRL/GSD for many domains including one centered on the Denver, CO Weather Forecast Office.  LAPS has also been ported to many locations (~150 worldwide) , including universities such as Univ. of Oklahoma ("OLAPS"), and Univ. of North Dakota.  LAPS is running on-site at each National Weather Service Forecast Office (WFO) as an integral part of AWIPS.  LAPS software is also being implemented at various U.S. government agencies such as Federal Highways Administration (MDSS), Range Standardization and Automation (RSA) at the U.S. Space Centers, National Ocean Service, U.S. Forest Service, and for international government weather bureaus such as China, Italy, Taiwan, Finland, and Korea.

Research objectives related to LAPS continues to be the improvement and enhancement of the system in providing real-time, three-dimensional, local-scale analyses and short-range forecasts for domestic and foreign operational weather offices, facilities, and aviation and other field operations.

It is worth noting that LAPS and WRF improvements frequently have cross-cutting benefits that leverage towards many of the supported research projects (both within and external to NOAA) described later in this report. Funding has materialized for certain projects since the Statement of Work was formulated; LAPS/STMAS improvements benefiting these projects are included in this section. 

Research Accomplishments/Highlights:

Within the Forecast Applications Branch (FAB) CIRA personnel continue to play a leading role in development and implementation of meteorological analyses (e.g. wind, clouds, temperature, and precipitation), data ingest, and auxilliary processing, and web displays within the Local Analysis and Prediction System (LAPS). This includes overall management of the configuration, updates, and distribution of the LAPS (and STMAS) systems. These systems are widely used at hundreds of institutions within the U.S. and around the world for weather analysis and forecasting purposes. One of the highlights for the year is the LAPS workshop that Steve Albers was the principal organizer for. We've thus been highly motivated to lead the coordination of new ideas for development in LAPS and STMAS. We also organize a regular series of LAPS / STMAS meetings within FAB.
For LAPS and STMAS we worked to improve the analyses in the following areas:
· First Guess Processing

· Observational Data Sets

· Surface Observations

· Upper Air Observations

· Surface Analysis

                                  <Insert Albers fig 1 here (LAPS Surface)>

                                                    Radar Processing

· Routines were added to read and pre-process the netCDF volume radar data that is now being generated by GSD's central facility. Results are now close to the older tilt files. This is a key development in having a portable radar ingest interface for Precision Wind and other users.
                                            Wind / Temperature Analyses

  The wind analysis now runs faster with high-resolution domains having lots of Doppler radar data as the single-Doppler passes now have a smaller radius of influence. 

  Working with Jacques Middlecoff of the HPCC group, MPI changes to parallize key portions of the wind analysis are now in place. This is now running in real-time on our JET linux cluster. Related script refinements were made to have more flexibility and efficiency when we run the parallelized analysis on JET, including during the transition from the WJET to HJET clusters.

  The LAPS wind analysis now pares down the multiple-Doppler radial velocity observations further to help it run faster. This also includes using multi-Doppler obs only at smaller scales within the multi-scale Barnes analysis.

  Multi-Doppler wind vectors now work properly with 4 radars, thanks to a change submitted by METEOCAT. 

  We now use a thinner boundary layer at night in the temperature analysis to restrict the depth of nocturnal inversions. This may help with radiometer comparisons. 

  Radiometer temperature profiles now get used in the lowest 1km for the traditional LAPS temperature analysis.

                                      Cloud / Precipitation Analyses

  Added computation of downward short wave analysis field based on simple model that includes clear sky solar radiation, cloud fraction, cloud analysis metadata, and snow cover. This analysis is statistically compared with global insolation observations. The statisics include things such as overall bias/rms/correlation as well as sensitivity of the observed radiation (normalized with clear sky values) to variations in cloud cover. This is a key development in support of renewable energy efforts. 

  The cloud analysis now makes some use of the surface based Lifted Condensation Level (LCL) to help define cloud base.

  Cloud analysis issues impacting about 10% of Linux runs were fixed. This should help both in-house runs and external ones like at the Norman, OK WFO. A separate cloud analysis issue discovered by the Finnish Meteorological Institute when we have more than 41 vertical levels has been fixed..

  The radar reflectivity access routine should work now using sparse (non-filled) arrays for STMAS. The "Kessler" option for precipitating rain and snow now has correct units.

  Cloud-top determination improvements from METEOCAT were incorporated into the software. Cloud layer input to the surface obs ingest and cloud analysis is now working with the new virtual server LINUX OS. Cloud analysis METAR & PIREP "sounding" routines were moved to library so they could be used in STMAS. 

  Cloud analysis QC was improved, based on runs from Ben Baranowski at the NWS. 

  Cloud Type and Precipitation Type are now written into separate files. Other steps were taken to separate cloud & precip type calculations in the software. Eventually we can move the cloud type into the cloud analysis so it can be effectively used by the humidity code, though for now it is still in the derived products program. 

  The derived products program efficiency was improved (helping Global LAPS). 

  Improvements were made for blended gauge/radar precip analysis. A regression routine added to precip accumulation analysis to give a new option for correcting radar/first guess derived precip with rain gauges. Here the applied bias becomes a function of precipitation rate. 

  The Stage IV precip remapping routine is now a bit more generic.

LAPS Model Initialization/Post Processing

· The LAPS model post-processing scripts that are set up in cron now run better for the various WRF model cases. A related test script now works better and can be set up automatically via the LAPS configuration. 

· Lfmpost now handles zero radar reflectivity more consistently for various microphysical options. LAPS Fire weather now gets calculated in LFMPOST by default. 

· The use of surface balance fields in model initialization can now be controlled via namelist. 

· WRF support for downward solar radiation and outgoing longwave radiation (OLR) has been added to LFMPOST. This will help with visualizing and verifying solar radiation forecasts. OLR images should be a reasonably good proxy for infrared satellite imagery in visualizing model forecasts of clouds. 

· We now define areas below sea level as land for masking purposes in calculating upslope moisture flux. Subroutine calling bugs were fixed. 

· General Software Improvements & Portability

· LAPS Implementation & Collaborations

We maintain the LAPS software distribution and the associated web site. A high resolution 1-km LAPS 3D analysis was set up to run with a 15-min cycle. A global analysis is also being run.

                                       <Insert Albers fig 2 here (GLAPS)>                                              

Research continues with both real-time and retrospective LAPS runs with the Mauna Kea Weather Center (University of Hawaii). 

A paper was published with an Italian Climate agency on use of Meteosat Second Generation satellite data in LAPS. 

                                               WWW LAPS Interface

Web pages were significantly improved for plotting analysis and forecast fields for LAPS including STMAS. The "on-the-fly" page has additional available fields and improved animation capability. 

Comparison of Objectives vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the statement of work. 

2. Range Standardization and Automation (RSA) Project

NOAA/CIRA funding was unavailable so only minimal work was done during this period. 

3. Model Ensembles and Ensemble Post Processing

Participating CIRA Scientists: Isidora Jankov and Steve Albers

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

Ensemble forecast system testing and implementation continued in support of the Hydrometeorological Testbed and the project supported by California’s Department of Water Resources.  Prior to the current season’s experiment significant changes in ensemble forecasting system have been made. The last year’s integration domain, with 9-km grid spacing, has been extended westward and a high resolution (3-km grid spacing) nest has been added over the central California. The forecast length of 120 hours has been kept the same for the outer nest while the inner nest forecasts have been produced for the 12-hour period. The ensemble design in terms of dynamic cores and physics stayed the same as previous years (3 WRF-ARW runs with various microphysics and one WRF-NMM run). The additional variety has been added by using the GFS ensemble members to provide lateral boundary conditions for the HMT/DWR ensemble members.  

The last year’s model run with an hourly cycle and 12 hr forecast length this season has been run over the much larger domain covering basically the whole west coast. The increase in the integration domain resulted in coarsening horizontal grid spacing from 5 to 10 km. As during the last season the output from this run was used as input to a moisture flux tool developed by colleagues from PSD. 

4. Taiwan Central Weather Bureau (CWB)

Participating CIRA Scientist: Steve Albers

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

Research Accomplishments/Highlights:

We continued to operate real-time LAPS and STMAS runs both at GSD and at the CWB. 

Comparison of Objectives vs Actual Accomplishments for Report Period:

Our achievements for this project compare favorably with the goals projected in the statement of work, given the available funding.

5. NWS Interaction

Participating CIRA Researchers: Ed Szoke, Steve Albers, Isidora Jankov

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

a. AWIPS and AWIPS-II

We continue a long-term effort to have LAPS software running in the National Weather Service WFO's (on AWIPS) for evaluation and use by operational forecasters. Discussions are being held about future plans to upgrade LAPS and introduce STMAS in both AWIPS and the new AWIPS-II workstations running in National Weather Service WFOs. 

A high resolution (5 km horizontal grid spacing) WRF-ARW model run is available four times per day for operational use by the local NWS office in Boulder. In addition, Isidora Jankov was invited to discuss options for setting up a high resolution model for numerical prediction supporting convective weather forecasting at the NWS in Omaha.

b. EFF Activities

We continued our interaction with the local National Weather Service (NWS) Weather Forecast Office (WFO) in Boulder, located within the David Skaggs Research Center. 

This includes Ed Szoke working forecast shifts at the Boulder WFO.  The interaction helps to provide better forecaster feedback on other projects that Ed is involved with outside of LAPS, including the GOES-R Proving Ground project and evaluating the FIM model.  There are also occasional cooperative research projects, some resulting in co-authored conference papers.  Additionally, one of the Boulder forecasters does periodic weather briefings as a part of the long-running Daily Weather Briefing program, which involves a 30-minute weather briefing held on every workday at 11:00 A.M in GSD.  Several CIRA researchers also take part in presenting and producing weather briefings.  We have also begun to have better participation from other researchers within ESRL but outside of GSD following a new initiative to increase Weather Briefing awareness.

6. Hydrometeorological Testbed (HMT) / California Department of Water Resources (DWR)

Participating CIRA Scientists: Isidora Jankov and Steve Albers

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

Long-term Research Objectives and Specific Plans to Achieve Them:

The Hydrometeorological testbed (HMT) is a well-funded, multi-year project (hmt.noaa.gov) designed to improve the use of research quality observations and modeling in operational forecasts of precipitation and streamflow.  Three large field campaigns were held in December through March of the past five winter seasons in California. CIRA staff in the Forecast Applications Branch (FAB) are an integral part of ESRL/GSD’s effort to provide high-resolution model analyses and forecasts, as well as forecast interpretation by meteorologists, in support of field operations and NWS operational forecasting. Starting in 2010 a second area in the Eastern U.S. will be the focus of the HMT experiment in which CIRA staff will be heavily involved.


Research Accomplishments/Highlights:

For the past five years Forecast Application Branch (FAB) has been actively participating in the HMT experiment. The main role of FAB in the HMT has been to design an ensemble system for real-time precipitation forecasting and to support this real-time system during the experiment. In addition, FAB collaborated with PSD colleagues on addressing various research question related to “atmospheric rivers”. These collaborations resulted in six per-reviewed publications and many conference presentations at national and international meetings. 

At the end of the last HMT season (March 2010) a decision was made to continue the ensemble runs through out the year to provide modeling support in decision making for fire weather in the state of California.  For the past three years the ensemble modeling effort has been led by Isidora Jankov while the corresponding LAPS and postprocessing activities have been led by Steve Albers.

                             <Insert Albers fig 3 here (LAPS/WRF Ensemble Precip)>
Ensemble forecast system testing and improvement continues. The focus of the upcoming season will be on testing new approach to initial condition perturbations for limited area ensemble. Recently, initial condition “cycling” technique has been implemented for testing as a part of the HMT real time ensemble prediction system. The “cycling” technique preserves information from the higher-resolution model run and complements the coarser-resolution information provided by the output from a global modeling system (e.g. GFS). At the start of cycling, higher-resolution limited area model is initialized with output from a global forecasting system, interpolated to the fine regional grid. At the following analysis time the difference between limited area model and global system’s forecasts interpolated to the fine grid, valid at the same time is added to the current interpolated global analysis, which is then used to initialize the subsequent regional model run. In this way, higher-resolution information is cycled and preserved.  Additional adjustments to the approach, such us centering perturbations on a high-resolution analysis, will be explored. Preliminary tests showed very promising results.


                             Conclusion 

In the past year the HMT related reserch, performed in collaboration with several CIRA scientists, resulted in a publicaion accepted for publication in JHM. 
7.  LAPS/WRF Modeling Activities
Participating CIRA Scientists: Isidora Jankov and Steve Albers
NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB
Hurricane Forecast Improvement Program (HFIP)

Global Systems Division (GSD) and FAB have been involved in three different HFIP efforts. These efforts are linked to data assimilation, numerical modeling and statistical post-processing. Isidora Jankov is leading the numerical modeling effort for this multi-year project. The effort addresses testing/comparison of different ensemble configurations and determining the optimal ensemble strategy for regional ensembles, including initial condition perturbations and lateral boundary conditions. Milestones and deliverables for this particular task are as follows: 

MILESTONES AND DELIVERABLES
1) Milestone: Test “cycling” initial perturbation approach for TC five-day forecasts.
Deliverable: Compare skill statistics of TC track and intensity forecasts with “cycling” approach versus traditional (e.g. interpolated global analysis) initialization approach for a sample of storms.  

2) Milestone: Compare “cycling” results to regional EnKF results. 
Deliverable: Compare statistics of ensembles performance when using EnKF and “cycled” initial conditions. 

3) Milestone: Test performance of various dynamic cores/physical parameterizations using cycling method. 
Deliverable: Compare results from various dynamic cores (e.g. HWRF, HWRFX, WRF-ARW) and/or various physical parameterizations (e.g. microphysics). For this purpose traditional measures (e.g. TC track and intensity) will be evaluated in addition to QPF associated with a sample of TCs. We will possibly focus on TC’s landfall to benefit from observations available over land (e.g. radar data).

4) Milestone: Assess uncertainty related to both initial conditions and model uncertainty by evaluating total error variance.
Deliverable:  Improved suite of model(s) and/or initial condition perturbations for TC ensemble applications.

Comparison of Objectives vs Actual Accomplishments for the Report Period:

This is a new project in the developing stage and more on progress will be reported next year.
DTC Ensemble Testbed (DET)

As operational centers move towards ensemble-based probabilistic forecasting it is important that the DTC expands its effort into this area in order to continue to serve as a bridge between research and operations. To accomplish this the DTC mesoscale Ensemble testbed was established in 2010. The main purpose of DET is to provide an environment in which extensive testing and evaluation of ensemble-related techniques can be performed and results provided to the operational centers. Also, the DET will help NCEP in design and testing of the next generation SREF. This is a multi-year project.

The DET infrastructure consists of six modules: 

1) Ensemble configuration (defines membership and horizontal/vertical resolution of members, such that the different models and/or different configurations of the same model can be included)

2) Initial/Lateral Boundary perturbations (provides the ability to represent uncertainty in initial conditions based on a variety of techniques) 

3) Model perturbations (provides the ability to represent mode-related uncertainty based on a variety of techniques)

4) Statistical post-processing

5) Product generation

6) Verification.

Isidora Jankov is the lead for efforts related to modules 2 and 3 and works collaboratively with Linda Wharton on module 1. In August 2010, the first DET workshop took place in Boulder. At the meeting some preliminary results related to module 2 were presented.

<Insert Albers fig 4 here (SREF Domain)>

                      Convective Initiation- NextGen

There is a possibility that FAB will be funded for exciting research related to convective initiation (CI) in relation to the NextGen project. The proposal from the FAB includes data assimilation and ensemble modeling aspects. For this purpose numerical modeling experiment will be designed as follows:

Simulations will be performed for five selected events. The CONUS ensemble will be used to drive a 10-20-member ensemble of WRF with a 3 km grid. This high-resolution model will cover the Eastern U.S. (“golden triangle”). Ensemble members will be embedded into the coarser resolution CONUS ensemble and will include different cores and physics. Initial perturbations will be dynamically downscaled from the CONUS ensemble to capture analysis uncertainties on the finer scales. For each case the model will be started every hour and run for 6-8 hours. For critical periods of convective initiation, the ensemble may be initialized every 15 minutes to assess the lead-time at which convective initiation can be captured. Ensemble outputs will be used to generate probabilistic products. The combination of high resolution, ensemble, and rapid refresh will provide a level of guidance that is not currently available. The products from these simulations will be archived for use during the displaced real-time demonstration with forecasters. These predictions will be compared with current operational products. Steve Albers will lead analysis related activities while Isidora Jankov will lead modeling effort. 

Hazardous Weather Testbed
At FAB, two domains will be set up for the HWT demonstration, one is a relatively larger domain that is the same as CAPS domain and the other is the smaller 1km inner nest. This inner domain can be dynamically selected through our website covering hazardous weather areas. We propose the following for deterministic control run and ensemble runs,

	Domain
	Forecast
	Resolution
	Frequency
	Forecast length

	CAPS
	Deterministic
	2.5km
	3-6 hour
	12 hour

	CAPS
	Ensemble
	7.5km
	6 hour
	12-18 hour

	Inner
	Deterministic
	1km
	15 minute
	1-2 hour

	Inner
	Ensemble
	2.5km
	6 hour
	6 hour


We list these as the candidates for the HWT demo and hope to discuss with NSSL on how to coordinate, as NSSL will set up LAPS/WRF run as well. 

The important features of these runs are,

· 3km DA using LAPS

· Fine scale ensembles

· The timely analysis and forecasts (15 minute analysis and forecast cycle for the deterministic runs).

A STMAS surface analysis will be sent to HWT for evaluation. It provides a 2-km analysis over 15 minute cycles over the CONUS grid. A new version of the STMAS surface is near the end of the development and testing, which is

· Multivariate analysis;

· Topography incorporated;

· Background flow dependent;

· Simple surface constraints used.
<Insert Albers fig 5 here (LAPS cloud analysis over HWT)>

8. GLOBE / VAST
Participating CIRA Researcher: Steve Albers
NOAA Technical Contact: Sara Summers 

We are developing a project managed by the ESRL director called Vegetation and Surface Tracker (VAST), an endeavor that requires developing a global school-based network with a protocol to use GPS and digital imagery to document vegetation and surface observing points around the globe. The ultimate goal of VAST is to develop this global surface network to obtain the required density of surface measurements for satellite ground truth. These measurements would consist primarily of digital images (photographs) of the vegetation at the respective geographic locations. The existing GLOBE network is ideal and a great opportunity for young students to support NOAA research by improving our national and global land cover databases. 

As background, a major limitation of the current generation of Earth System Models is the very crude and static vegetation. We need a global observing system that will diagnose the CHANGING biosphere, and connect it to the physical simulation of the biosphere in the models. The GLOBE schools could be the (on-the-ground) global observing system needed for diagnosing the changing biosphere. Current Advanced Earth System Models have atmospheres based on the global atmospheric observing system, oceans based on the global ocean observing system and similar capabilities for other components such as ice and land surface. The global biosphere is the most complex and difficult part of Earth System Models. We need to improve our understanding of it but are hampered by the least capable observing system. Like the other earth system components, the biosphere observing system must be based on the COMBINATION of satellite sensors and in situ surface sensors. We are proposing to develop and implement the surface ground truth needed to track global vegetation, especially as it changes due to a changing climate. Digital imagery could be obtained from GLOBE students cell phones or digital cameras, and their data once on line becomes an ingestible data source that we can use at NOAA. 

I have been providing strategic and technical guidance to the various participants in this program, including NOAA, GLOBE, and the University of Colorado. 

       9. Investigative Modeling Research

Participating CIRA Scientists: Isidora Jankov, Steve Albers

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB

a. NSF model microphysics study

Steve Albers and Isidora Jankov continued to work in collaboration with Tomislava Vukicevic and a PhD student Marcus van-Lier Walqui on an NSF granted project. SynPolRad model software allowing production of synthetic polarimetric reflectivity and associated parameters has been employed by CSU/CIRA personnel with help from Marcus van Lier-Valqui. The software has been implemented as a postprocessing part within the LAPS framework. In addition, two different options for synthetic reflectivity calculation (‘kessler’and ‘RAMS’) have been added to the same framework. Results obtained from this study have been reported to NSF and will be used for an officialjournal publication in near future.
Hurricane initialization studies with LAPS / STMAS / GSI

We gave a presentation at the GSD technical review on hurricane research efforts within FAB. Additional wideband radars were set up along the Gulf Coast for the Carribean and WISDOM balloon LAPS & STMAS analysis runs. The domain localization procedure now tells us which radars are near the ocean as that is helpful in setting up hurricane runs. WISDOM balloon obs should now show up in the the LAPS "what-got-in" outputs for wind and temperature, including verification statistics. Preliminary work was done for accessing airborne doppler radial velocity data in the native radial (non-analyzed) format. Default dimensions of obs were increased helping our large hurricane domain STMAS runs.

Several WISDOM balloon launch events were tracked using LAPS and STMAS. Improvements were made for plotting WISDOM balloons with the LAPS NCAR graphics program. Additional station QC climatological and standard deviation checks can now be turned on and off via name list, helping particularly for surface observations in the vicinity of hurricanes. 

Recently a proposal of activities related to hurricane analysis and forecasting has been submitted to the HFIP program. Seven out of nine proposed ideas have been implemented into the program milestones. It remains to be seen how many of these ideas will be funded. CIRA researches will be heavily involved in this project supporting the development of hurricane data assimilation as well as development and setting of an ensemble system for hurricane forecasting. 

Finnish Meteorological Institute (FMI) 

We continued to work with the FMI on various LAPS topics including the use of radar data and the model first guess in the LAPS analyses. Improved methods of using rain gauge to refine radar estimated rainfall are being investigated.

Windsor Tornado Case Study:

We are collaborating with Radiometrics Corporation, UCAR, and others to study the analysis and short-range forecasting of the May 2008 Windsor, CO tornado. This includes gathering the real-time LAPS analyses, as well as all available in-situ and remotely sensed observational data for rerunning LAPS and STMAS, together with WRF forecasts. There is a CIRA managed special project dedicated to continued resesarch on this topic. 

For this project we ran short-term 1-hour and 3-hour LAPS/WRF forecasts of the Windsor Tornado. We made careful comparisons of model runs initialized from both LAPS and STMAS analyses. Resolutions ranged from 5km down to 800m. We also did some data denial experiments for the LAPS humidity analysis with and without radiometer data.

Radiometrics corporation is experimenting with using LAPS soundings as input to a forward model. The forward modeled brightness temperatures are then compared with radiometer measurements in several frequency bands. Results show reasonable consistency, though with a bias at one of the highest frequency bands. Meanwhile STMAS is being run at a higher resolution (81 vertical levels) to improve depiction of the boundary layer. We identified some issues with model initialization of boundary layer humidity that will be investigated. 

Potential Vorticity has been added as a new field for diagnosing frontal structure and boundary layer vorticity. This helped us to diagnose and fix some issues with the LAPS balance package.

Department of Homeland Security (DHS)

We set up and continued to monitor LAPS analysis runs to support the initial Dallas-Ft. Worth implementation of the Geo-Targeted Alert System (GTAS). Doppler radars from 5 sites near DFW were included. The LAPS analysis is then used to initialize the outer nest of a high resolution (4.5 km) WRF-NMM model run. The outer nest provides boundary conditions for the inner nest having 1.5 km horizontal grid spacing. The same configuration has been used for two new sites added to the GTAS project since last year. The two additional sites include Seattle and Kansas City area. Currently, for the two new locations only WRF-NMM model runs are performed in real-time. The production of the corresponding real-time LAPS analysis in the proper location is in process. For this purpose an effort was made to add LAPS to the WRF domain wizard in collaboration with CIRA associate Jeff Smith.  The model output is used as an input to the HYSPLIT dispersion model as well as for a display on AWIPS work stations.

We are considering adding new domains such as in New York. 

Fire Weather

This is being discussed separately in Sher’s CIRA report contribution

10. General Research Efforts - Renewable Energy

Participating CIRA Scientists: Steve Albers and Isidora Jankov

NOAA TECHNICAL CONTACT:  Zoltan Toth, ESRL/GSD/FAB
Long-term Research Objectives and Specific Plans to Achieve Them:

We’ve been collaborating with Precision Wind and CIRA Fort Collins for radar data and wind forecasts. This project, entitled "Ensemble Data Assimilation Research for Wind Forecasting" involves collaboration with PI Dr. Zupanski and Co-PI Dr. Miller in capacity of Senior Consultant in tasks that involve utilization of radar, wind energy, and other data into the Maximum Likelihood Ensemble Filter (MLEF) ensemble system.

We've also been attending ESRL Renewable Energy meetings convened by Melinda Marquis.
The recent MOU signed between NOAA and DOE for renewable energy should help provide impetus to this research. There is an associated discussion specifically on solar energy that has been going on between NOAA and DOE for a while and we are assisting with the planning process on how to fill in gaps in capability on both the ESRL and NOAA levels.
Research Accomplishments / Highlights:

We have been working with Precision Wind to install the LAPS/STMAS system including access of model first guess, in-situ observations, and Doppler radar data. 
In connection with the ESRL renewable energy meeings we've informally been doing (and presenting) some experiments with verifying analyses and forecasts of solar radiation. Our modeling efforts are being well received by the group and they have great potential to help NOAA provide improved analyses and short-term forecasts of solar radiation. This meeting group is also interested in our high-resolution wind forecasts. 

B. Project Title:  Activities Primarily Outside FAB

1. Science on a Sphere

Participating CIRA Researcher: Steve Albers (coordinating with Mike Biere)
NOAA TECHNICAL CONTACT:  Bill Bendel, ESRL/GSD
CIRA staff continued to maintain realtime weather models (Global LAPS, FIM, GFS) on SOS. Other real-time datasets I've developed and continue to maintain include global weather satellite, earthquakes, and solar extreme ultraviolet images from the STEREO spacecraft. For global weather satellite, a new version was added that shows infra-red temperature more clearly to help interpret diurnal changes in surface temperature.
Imagery from the Cassini spacecraft was used to update the maps for Saturn's satellites Mimas          and Dione.
We developed a FIM-Chem global aerosol animation for SOS that was prominently shown as part of the ESRL/GSD Physical Sciences Review.

<Insert Albers fig 6 here FIM-Chem Aerosols)>

Publications:

A CIRA-FAB 2010-2011 publications list is available on-line at this URL:

http://laps.noaa.gov/cira/annual_report/2010-2011/pubs/all-2010-2011.html

